Throughout geological history, partial melting of mantle rocks and magma ascent and crystallization have played key roles in shaping the Earth. The importance of magmas stems from their liquid nature, that is, from their high atomic mobility and lack of long-range order. Compared to crystals, magmas thus have peculiar thermodynamic properties. A few examples illustrate how solid–liquid and liquid–volatile equilibria can be predicted. Given the almost infinite diversity of conditions of chemical composition, temperature and pressure in nature, thermodynamic modelling has become a necessary tool for understanding magmatic processes.
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A TOOL FOR UNDERSTANDING IGNEOUS PROCESSES

Volcanic eruptions are a most dramatic illustration of the boundless power of nature. Although magmas are the cause of these phenomena, their origin and evolution have long remained elusive. The confusion of ideas that still prevailed at the end of the 18th century is illustrated by the term pyroxene (from pyros, fire, and xenos, foreign), which was coined when this mineral was thought to result from incomplete melting of the source rock by subterranean fires. From clever field observations, however, Dolomieu (of dolomite fame) concluded in 1797 that lavas originated from the deep, dense, “pasty and viscous” matter upon which the solid crust rested all over the world. At the same time, experimental petrology was initiated by Hall (1798), who observed that the vitreous or stony character of the product formed when molten basalt was cooled depended on its rate of quenching. Hence, the presence of xenocrysts, such as pyroxene, in lavas was no longer seen as indicative of incomplete fusion but the result of partial crystallization of the melt.

Just as fossils were doing for sedimentary terranes, crystals came to represent a valuable source of information on igneous rocks. Accounting for the diversity of these rocks in the Earth’s crust became the main goal of the fledgling discipline of igneous petrology, but it was recognized early on that a variety of tools had to be used to understand the natural record in terms of magma formation and evolution. As implicitly illustrated by the pyroxene story, thermodynamics played a critical role in this respect. Of course, experimental petrology has been of paramount importance in determining which phases are stable under given conditions of temperature, pressure and chemical composition. Without the thermodynamic framework provided by the phase rule, however, interpretation of these results would be at least ambiguous, if not really thorny. Without thermodynamic modelling, interpolation or extrapolation to real processes of such experimental data, which pertain to necessarily restricted ranges of relevant conditions, would, in addition, be impossible. And this need for modelling has become even more pressing ever since the field of igneous petrology was enlarged to include Earth’s mantle, which mostly escapes direct observation. In short, thermodynamics as applied to magmatic processes has now grown to such an extent that we can only highlight a few points here.

MAGMAS AS MOLTEN SUBSTANCES

Magmas owe their importance to the efficient way they transport energy and matter, at all scales, in response to pressure and temperature gradients. This efficiency results from the high atomic mobility that is the hallmark of melts, as evidenced in daily life by the easy way in which a liquid flows. Contrary to solids, either crystalline or vitreous, where atoms occupy essentially fixed positions, liquids are characterized by dynamic disorder, that is, by unceasing structural rearrangements made possible by the excess thermal energy, with respect to solids, that they acquire on melting. The nature of these structural changes is constrained by Le Châtelier’s laws:

\[
(\partial G/\partial T)_P = -S \quad \text{and} \quad (\partial G/\partial P)_T = V.
\]

Under equilibrium conditions, increases in temperature \((T)\) and pressure \((P)\) thus cause increases in entropy \((S)\) and decreases in volume \((V)\), respectively, to ensure a minimum value for the Gibbs free energy \((G)\) of the melt. Because it scales as viscosity, the rate of these structural rearrangements decreases on cooling. If crystallization is bypassed, this rate eventually vanishes in a narrow temperature interval, the glass transition range, where the frozen-in atomic configuration of the liquid becomes the structure of a disordered solid, a glass.

From a geological standpoint, two important consequences follow. First, the disordered nature of glasses and melts allows a wide range of elements to coexist in a single phase, as illustrated by the fact that a single liquid forms through melting of a rock made up of a number of mineral phases. Second, part of the heat given to a melt does not result in a temperature increase, but in exploration of atomic positions of higher potential energy which are associated with...
higher entropy. The heat capacity \( (C_p) \), enthalpy \((H)\) and entropy can thus be split into two different contributions: a vibrational part, akin to the properties of solids, and a configurational part, which determines thermochemical differences between melts and crystals (Fig. 1) (Richet and Neuville 1992). A similar distinction holds for volume properties. Since the positions of higher potential energy explored by atoms in liquids are generally associated with longer interatomic distances, the density \( (\rho) \) of a melt is lower than that of a crystalline assemblage of the same composition, whereas its thermal expansion coefficient, \( \alpha \), given by \( 1/V \partial V/\partial T \), is higher.

For a mineral that melts without composition change, the higher entropy and lower density of the liquid compared to the crystal cause the melting temperature to increase with pressure, as stated by the Clausius-Clapeyron equation:

\[
\frac{dT}{dP} = \frac{\Delta V_f}{\Delta S_f},
\]

where \( \Delta V_f \) and \( \Delta S_f \) are the volume and entropy of melting. Although Equation (2) has no counterpart for calculating the variations with pressure of the liquidus and solidus temperatures of a rock, the same effect obtains because mixing in the liquid state of the individual mineral components results in further increases of the entropy of the melt. Since melting begins to take place when the geothermal gradient intersects the solidus of mantle rocks, the former curve has a steeper slope than the latter.

Importantly, the lack of long-range order in a liquid makes possible a wide range of densification mechanisms, such as pressure-induced changes of Si and Al from 4 to higher coordination by oxygen (Fig. 2); such changes are not available to a given crystal where only changes in bond angles and distances are possible if long-range symmetry is to be maintained. Because of this configurational contribution, a melt has a higher compressibility \( [\beta_T = -1/V \partial(V/\partial P)]_T \) and lower bulk modulus \( (K_T = 1/\beta_T) \) than its isochemical crystalline assemblage. For diopside (CaMgSi_2O_6), which can be used as a model system for basalt, the room-pressure bulk modulus, \( K_{T0} \), is about 23 and 91 GPa at 1700 K for the melt and crystal, respectively (see Richet and Neuville 1992). The density contrast between these two kinds of phases (melt and crystal) thus decreases with increasing pressure, but less strongly than indicated by these figures. As illustrated by the analysis made for SiO_2 (Fig. 2), the reason is that the rate of structural rearrangements decreases with increasing pressure so that the increase of \( K_T \) with pressure is also much higher for the crystal, with values of \( K_{T0}' = (\partial K/\partial P)_T \) at room pressure of about 10 and 4, respectively. These parameters control both the pressure dependence of the Gibbs free energy and the buoyancy of magma, which allows it to rise from its site of formation at depth to the surface. In view of this dual importance, efforts are being made to use atomistic simulations to complement the limited database resulting from the considerable difficulty of making volume measurements on melts at very high pressures (Ghiorso 2004).

**PHASE EQUILIBRIA AND THERMODYNAMIC MODELLING**

As extensively determined since the first half of the 20th century, liquidus and solidus data still constitute the main source of thermodynamic information for silicate melts (see Levin et al. 1964). These data refer to conditions of chemical equilibrium, which are actually relevant to natural processes in view of their high temperatures and long timescales. The state of equilibrium that is reached eventually gets frozen in at some stage, however, when the kinetics of the reaction of interest become too slow compared with the cooling rate of the system.

An example of fundamental petrological importance for basalt and andesite petrogenesis is the melting relations of plagioclase feldspars (Fig. 3). On cooling, a melt of composition Y forms a first crystal of composition X. Depending on whether the crystal is removed from the system (fractional crystallization) or keeps equilibrating with the melt (batch crystallization), its composition varies from X to Y or from X to pure albite along the solidus, and that of the melt along the liquidus from Y to Z or from Y to pure albite, respectively. Similar differences apply for fractional and batch melting, with the consequence that the melt becomes enriched in the least refractory component whenever the transformation is not total. Analogous evolutions are observed in phase diagrams with different topologies. As expounded long ago by Bowen (1928), they are the basis of magma differentiation, which leads from basaltic to felsic melts.
In the simplest thermodynamic model of plagioclase melting, the end-member compositions CaAl$_2$Si$_2$O$_8$ (An, anorthite) and NaAlSi$_3$O$_8$ (Ab, albite) are chosen as components and are assumed to mix ideally, that is, randomly and without any thermal effect. From reported heat capacities for the liquid and solid phases and enthalpies of fusion (see Richet and Bottinga 1986), one readily calculates liquidus and solidus branches by finding the crystal (c) and liquid (l) compositions for which the chemical potential ($\mu$) equations

$$
\mu_{\text{An}} = \mu_{\text{Ab}}^{\text{c}} \quad \text{and} \quad \mu_{\text{Ab}} = \mu_{\text{An}}^{\text{l}}
$$

are satisfied at a given temperature (see Richet et al. 2010 this issue). Agreement with the experimental data is excellent for the liquidus and fair for the solidus (FIG. 3). As expected, ideal mixing is more clearly followed in the liquid than in the solid phase, for which better agreement is achieved through inclusion of an enthalphy term and adjustment of the entropy term to account for the lack of Al–O–Al linkages in plagioclases.

When metal oxides are added to pure SiO$_2$, however, the structure changes markedly from a three-dimensional open network of SiO$_4$ tetrahedra to the isolated SiO$_4$ tetrahedra of orthosilicates. This depolymerization is described by reactions such as

$$\text{Si}_4\text{O}_{10} + \text{Na}_2\text{O} \rightleftharpoons 2 \text{SiO}_2 + 2 \text{Na}_2\text{O} \quad (4)$$

but an important difficulty of thermodynamic modelling is that there is no way to define a unique set of components relevant throughout the wide composition ranges of interest, that is, a set of components whose entropy of mixing remains close to ideal from pure-SiO$_2$ to SiO$_2$-poor melts. As a result, the numerous models found in the literature differ from one another not only by the functional forms they posit for the activity–composition relationships but also by their choices of components. In spite of their differences, most models share the common point that they can be considered as tools for performing mathematical fits whose extrapolation to composition ranges not dealt with in their calibration is problematic.

The model developed by Ghiorso and co-workers in the freeware code MELTS (http://melts.umn.edu) is the most extensively used in geology because it has been specifically tailored to basalt petrogenesis (Ghiorso and Sack 1995). It relies on a set of 14 components, which are either oxides (SiO$_2$, TiO$_2$, Al$_2$O$_3$, Fe$_2$O$_3$, Cr$_2$O$_3$, P$_2$O$_5$, SrO, H$_2$O) or more complex entities (Na$_2$SiO$_3$, K$_2$SiO$_3$, Mg$_2$SiO$_4$, Ca$_2$SiO$_4$, Mn$_2$SiO$_4$, Fe$_2$TiO$_3$), and all (except H$_2$O) are referred to 8 oxygen atoms (Si$_8$O$_{24}$, etc.). These components were selected because their thermodynamic properties could be retrieved from a combination of thermochemical and phase equilibria data and, as illustrated by modelling of plagioclase melting, because part of the complicated interactions between individual atoms is automatically taken care of when complex components are used. The Gibbs free energy of the melt is assumed to be of the so-called regular form:

$$G(P,T) = \sum n_i \mu_i^* + RT (\sum n_i) \sum x_i \ln x_i + 1/2 \sum_{ij} W_{ij} x_i x_j \quad (5)$$

where $n_i$ is the number of moles of the $i$th component and $x_i$ is its mol fraction. The first term is the weighted sum of the standard state chemical potentials ($\mu_i^*$) of the components at the $P$-$T$ of interest; the second is the ideal entropy of mixing; and the third is the enthalpy of mixing expressed in terms of binary interaction parameters, $W_{ij}$, between components $i$ and $j$ which are determined from fits made with Equation (5) to input phase equilibria data for complex systems only. Likewise, use is made of the non-ideal solution models available for the solid solutions of interest, such as spinels, olivines, pyroxenes and plagioclases. For given pressure, temperature and composition, equilibrium is reached when $G$ is minimum, whereas the nature and composition of the solid phases is such that chemical potential equalities analogous to Equation (3) are satisfied for all components. The predictions of energy and chemical evolution as a function of pressure, temperature, oxygen fugacity and water content made reliably with this model are now well established. As for the effects of pressure, Ghiorso and co-workers are working to extend equations of state to 100 GPa and 5000 K with the help of atomistic simulations.

Alternatively, only oxide components have been used by Pelton and co-workers to set up the “quasi-chemical” model at the core of the FACT commercial package (e.g. Pelton and Wu 1999). This model is probably the most popular in metallurgy and the glass industry because it depicts the topological complexity of phase diagrams with unmatched precision thanks to the long series expansion used for both enthalpy and entropy contributions to the activity. For instance, 6, 4 and 4 fit parameters are introduced for the binary systems CaO–SiO$_2$, CaO–Al$_2$O$_3$ and Al$_2$O$_3$–SiO$_2$, respectively, whereas 2 ternary interaction parameters are in addition needed for CaO–Al$_2$O$_3$–SiO$_2$ melts (Eriksson and Pelton 1993). The results obtained for this complex phase diagram of enormous industrial interest illustrate the usefulness of the method. The effects of pressure, however, are not accounted for.

**VOLATILE DISSOLUTION**

Undoubtedly, the most spectacular illustration of the role played by volatiles in melts is the kilometre-high column of a Plinian eruption, where millions of tons of ejecta are self-sustained by a jet of gases exsolved at the fragmentation level with a velocity of several hundred metres per second. Understanding the way in which volatile solubility depends on pressure, temperature and composition is thus an important issue. The assumption that volatiles dissolve in a melt in molecular form can be made for only a few
species, such as the noble gases, He, Ne, Ar, Kr and Xe (Lux 1987). In contrast, the major volatiles H2O, CO2 and SO2 have a complex reactive solubility. This is why water induces large melting point depressions, which reach for instance 800 K for quartz at a pressure of 1 GPa (FIG. 4).

Comprehensive models have been set up for dealing with H2O and CO2 dissolution (e.g., Papale et al. 2006). For illustration purposes, however, a simple regular-type solution model analogous to Equation (5) broadly accounts for the trend of FIGURE 4. Written in terms of the chemical potential, equilibrium between quartz and SiO2 in the melt implies that

$$\mu_{\text{SiO}_2}^\text{eq} = \mu_{\text{SiO}_2}^\text{ss} + \mu_{\text{Si-H}} + W_{\text{Si-H}} x_{\text{Si-O}}$$

where \(\mu_{\text{SiO}_2}^\text{ss}\) is the chemical potential of pure SiO2 melt at the \(T\)-\(P\) of interest, \(x_{\text{Si-O}}\) is the water mol fraction in the liquid and \(W_{\text{Si-H}}\) is an interaction parameter. Under dry conditions, the increase of the melting temperature of quartz with pressure is calculated without any fit parameter from available volume and thermochemical data for quartz and SiO2 melt (FIG. 4). Under wet conditions, a pressure-dependent interaction parameter, \(W_{\text{Si-H}}(k) = -22.4 + 1.94 P\) (kbar), is needed in Equation (6) to match the experimental liquidus and water solubility data along the liquidus (FIGS. 4, 5). This negative term enhances slightly the large decrease of \(\mu_{\text{SiO}_2}^\text{ss}\) originating in the entropy of mixing term of Equation (6), which causes the strong decrease of the melting temperature under water pressure. As for the water solubilities calculated in this way, they do not vary linearly with the square root of water fugacity (see below) and become too low at the highest pressures (FIG. 5). Excellent agreement with the experimental data requires a more complicated model with either more fit parameters or at least two water species instead of the single one embodied in Equation (6). This illustrates the usual trade-off that can be made between the choice of components of structural significance and the use of activity–composition relationships with a high number of fit parameters.

The complex reactive solubility of H2O, CO2 and SO2 is in fact intimately related to the acid–base properties of these species. These features can be addressed with a third kind of thermodynamic model based on a polymeric description of silicate melts (Ottonello 2001; Ottonello et al. 2001; Moretti and Ottonello 2005). The starting point is the equilibrium between the various oxygen species in the liquid, i.e., \(O^0\) (bridging), \(O^-\) (non-bridging) and \(O^{2-}\) (free), which lies behind Equation (4):

$$O^0 + O^{2-} \leftrightarrow 2 O^-.$$  

It appears that CO2 is an acidic oxide because it accepts an electron when reacting with a free oxygen ion, \(O^{2-}\), of the melt to form a carbonate ion:

$$CO_2 + O^{2-} \leftrightarrow CO_3^{2-}.$$  

As observed (see Mysen and Richet 2005), the solubility of CO2 is favoured in basic melts, where Equation (8) is displaced to the right-hand side. In contrast, water is a basic oxide as it depolymerizes the silicate network in the same way as metal oxides [see Equation (4)], and creates hydroxyl (OH) terminations:

$$Si-O-Si + H_2O \leftrightarrow Si-OH .$$

This reaction predominates in the first stage of dissolution, before dissolved molecular water must also be taken into account, as indicated by spectroscopic studies (e.g. Stolper 1982). Denoting by \(K\) the equilibrium constant of Equation (9), we write that water solubility is then proportional to the square root of the water fugacity in the gaseous phase, \(f_{H_2O}\):

$$x_{H_2O} = 1/2 (K f_{H_2O} [O^0])^{1/2},$$

where \([O^0]\) is the mol fraction of bridging oxygens. These differing solution mechanisms of H2O and CO2 manifest themselves in phase equilibria. As an example, the primary phase field of forsterite in the CaO–MgO–Al2O3–SiO2 system expands and contracts upon dissolution of H2O or CO2, respectively, whereas that of enstatite correlatively varies in the opposite way (Kushiro and Yoder 1968).

**CONCLUSIONS**

Although modelling complexities have not been considered, this review illustrates how solid–liquid and fluid–liquid equilibria can be calculated throughout the extremely wide \(P–T\) range relevant to magmatic activity. Of course, such predictions are most reliable at lower

**FIGURE 4** Melting curve of quartz under dry (dotted line) and wet (green line) conditions. The diagram shows experimental data (Jackson 1976; Boettcher 1984) and \(P–T\) curves calculated with Equation (6) and the relevant thermochemical and elastic data. The numbers shown are water solubilities (mol% H2O) calculated along the wet liquidus.

**FIGURE 5** Water solubility \(X_{H_2O}\) in an SiO2 melt against the square root of water fugacity \(f_{H_2O}^{1/2}\). The experimental data are from Kennedy et al. (1962) and the values have been calculated with the assumption of either an ideal solution model (dashed curve) or the non-ideal model of Equation (6) (solid curve).
pressures where models are calibrated with abundant experimental data. But high pressures are also of fundamental interest because magma forms at great depth. In subduction zone settings, melting results from reaction of solid peridotite with the water released when the oceanic lithosphere is subducted, producing magmas that eventually yield the andesite lava series (Grove et al. 2006). The basaltic lava series originates via decompression of peridotite in convecting cells ascending at speeds of a few centimetres per year. Thermodynamically, the process has been described in different ways that cannot be summarized in a few lines (see Ganguly 2005; Stolper and Asimow 2007).

Surface it to say that as a first approximation, the heat exchanged by the plume with its surroundings can be neglected, so that magma ascent takes place under adiabatic conditions. Melting is then triggered by the pressure decrease, which causes the solidus curve of mantle peridotites to intersect the geothermal gradient at depths of the order of 100 km.

Two final points will be mentioned. First, the rates of magma ascent and volatile exsolution strongly depend on melt viscosity. Viscosity is closely related to atomic mobility and is quantitatively related to configurational entropy, the thermodynamic measure of disorder. Investigation of the thermodynamic properties of melts thus has clear implications for the temperature, pressure and composition dependencies of viscosity (e.g. Richet 2009). The second point deals with crystallization, which can be assumed to take place under equilibrium conditions only between the solidus and liquidus. At high degrees of supercooling, crystallization proceeds irreversibly instead, and kinetic factors need to be considered. Of particular significance is that crystals are often metastable and tend to be structurally disordered and non-stoichiometric, being enriched in the elements that diffuse fastest in the melt, that is, in network-modifier cations (Bouhifd et al. 2004; Roskosz et al. 2006); in such cases, the models presented in this review no longer apply.

That kinetic factors are important is also shown by the differences in texture between volcanic and plutonic rocks. Crystal formation is described as a two-step process; nucleation and crystal growth, whose rates vary in different ways with the extent of supercooling (Fig. 6). Depending on the time–temperature history, two limiting cases are distinguished. In plutonic rocks, crystal growth predominates over nucleation, yielding a few, large crystals. In volcanic rocks, in contrast, the small size of crystals and the presence of a glassy or microcrystalline matrix indicate instead abundant nucleation and short-lived crystal growth. Consideration of kinetic factors is, therefore, a necessary complement to equilibrium thermodynamics when attempting to reconstruct the history of a magmatic system.

![Figure 6](image)

Rates of crystal nucleation and growth as functions of the extent of supercooling. By definition, the rate of growth tends to zero at the liquidus temperature, where the Gibbs free energy of the transformation is zero.
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