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Assessment criteria in a large-scale writing test: what do they really mean to the raters?

Tom Lumley  Hong Kong Polytechnic University

The process of rating written language performance is still not well understood, despite a body of work investigating this issue over the last decade or so (e.g., Cumming, 1990; Huot, 1990; Vaughan, 1991; Weigle, 1994a; Milanovic et al., 1996). The purpose of this study is to investigate the process by which raters of texts written by ESL learners make their scoring decisions using an analytic rating scale designed for multiple test forms. The context is the Special Test of English Proficiency (step), which is used by the Australian government to assist in immigration decisions. Four trained, experienced and reliable step raters took part in the study, providing scores for two sets of 24 texts. The first set was scored as in an operational rating session. Raters then provided think-aloud protocols describing the rating process as they rated the second set. A coding scheme developed to describe the think-aloud data allowed analysis of the sequence of rating, the interpretations the raters made of the scoring categories in the analytic rating scale, and the difficulties raters faced in rating.

Data show that although raters follow a fundamentally similar rating process in three stages, the relationship between scale contents and text quality remains obscure. The study demonstrates that the task raters face is to reconcile their impression of the text, the specific features of the text, and the wordings of the rating scale, thereby producing a set of scores. The rules and the scale do not cover all eventualities, forcing the raters to develop various strategies to help them cope with problematic aspects of the rating process. In doing this they try to remain close to the scale, but are also heavily influenced by the complex intuitive impression of the text obtained when they first read it. This sets up a tension between the rules and the intuitive impression, which raters resolve by what is ultimately a somewhat indeterminate process. In spite of this tension and indeterminacy, rating can succeed in yielding consistent scores provided raters are supported by adequate training, with additional guidelines to assist them in dealing with problems. Rating requires such constraining procedures to produce reliable measurement.
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I Introduction

The use of performance assessment as a measure of writing proficiency in English as a mother tongue as well as English as a Second Language (ESL) is so widespread that it is rarely questioned these days, although there was a period when it fell out of popularity in the USA, as Spolsky (1995) recounts in detail. A major reason for this was the lack of reliability achievable in assessment based on ratings, which are necessarily subjective. The reliability of writing performance assessment has been improved over the years through a combination of:

- training (McIntyre, 1993; Weigle, 1994a; 1994b);
- better specification of scoring criteria (Jacobs et al., 1981; Alderson, 1991; Hamp-Lyons, 1991; Weigle, 1994a; North, 1995; North and Schneider, 1998); and perhaps, to some extent,

While the pursuit of reliability remains an essential consideration researchers have also pointed out, over a period of time, how the validity of performance assessment has been insufficiently addressed. As Cumming et al. (2001: 3) comment: ‘a principal criticism has been that the exact nature of the construct they assess remains uncertain.’ Moss (1994; 1996) has also questioned the role of reliability as a necessary but insufficient condition for validity in the context of performance assessment.

An important aspect of investigating both validity and reliability is concerned with how the process of rating is managed. Huot’s position (1990: 258), referring to rating of first language (L1) writing, was unequivocal:

Other than results that measure the importance of content and organisation in rater judgment of writing quality, little is known about the way raters arrive at these decisions . . . we have little or no information on what role scoring procedures play in the reading and rating process.


Concerns focus on issues such as the superficiality of rating scales in comparison with the complexity of written texts and the readings made of them. Charney (1984), in an influential article, raised a number of questions about holistic rating. She recognized a range of factors as relevant to the rating process. She categorized certain factors
as necessary to improving reliability. These include those associated with training (including peer pressure, monitoring and rating speed), topic type and choice of criteria. She also hypothesized that other factors will undermine reliability, in particular, raters’ idiosyncratic criteria, tiredness and thoughtful response. Essentially, Charney insists that the rating must be both quick and superficial in order for it to be reliable, and that deeper consideration of the text, or thoughtful response, must lead to reduced reliability. In contrast, Huot (1993) found evidence that this is not necessarily the case.

Cumming et al. (2001: 3) view the problem in this way:

The simplicity of the holistic scoring method, and the rating scales that typically accompany it, obscures its principal virtue: reliance on the complex, richly informed judgements of skilled human raters to interpret the value and worth of students’ writing abilities.

In response to calls for investigation of rating behaviour, studies over the last decade or so have focused interest on the rating process. In second-language assessment contexts, the major studies include Cumming, 1990; Vaughan, 1991; Weigle, 1994a; 1994b; Milanovic et al., 1996; Zhang, 1998; Cumming et al., 2001; Lumley, 2000. These studies have taken the approach of consulting raters directly and requiring them to describe the rating process in verbal reports produced as they rate, essentially following methodology described by Ericsson and Simon (1993).

One focus in such studies (e.g., Cumming, 1990; Cumming et al., 2001) has been to identify the criteria that raters use to select and describe themselves while they are rating, rather than to examine how raters apply specified scales. The recent study by Cumming et al. suggests that there is now a degree of emerging consensus in studies conducted since 1990 over the features that raters refer to while rating. The present study builds upon Cumming (1990), who found that of the 28 categories of comment that he identified, 20 could be classified under the three categories (or dimensions) for which raters had to award scores: substantive content, language use and rhetorical organization. The remainder he classified as aspects of a ‘self-control focus’ used by the raters. However, this line of research does not shed light on the issue of how raters apply rating scales they are given to work with.

Other research has provided evidence that different groups of raters behave differently in various ways (e.g., Zhang 1998), as well as that training and experience improve agreement amongst raters. Weigle (1994a; 1994b) and Shohamy et al. (1992) suggest that training plays an important role in influencing raters’ behaviour, especially by clarifying rating criteria. Weigle (1994a) found that rater reliability increased as a result of training, and that the improved agreement was
the result of raters gaining better consensual understanding of the terms and levels represented in the scale ‘even though a host of other factors seem to be involved in the rating process’ (p. 204). Levels of reliability are relatively easy to calculate. What is less clear is what the basis of the ratings actually is: how can we account for this host of other factors?

Collectively the studies referred to above form a research initiative focusing on the decisions and criteria used by raters which – as Cumming (1997) has pointed out – has the general goal of contributing to our understanding of the construct of second language writing. However, despite this body of work, the investigation of the rating process and the basis of raters’ decisions is still at a preliminary stage. The present study deals with the use of rating scales by raters in a large scale assessment context. Some of the important questions that require further examination are concerned with what raters actually do with the scoring categories they consider, in particular the extent to which the raters act in similar ways to each other, and whether or not these behaviours are likely to influence rating outcomes.

With these considerations in mind, the two research questions addressed in this article are:

- Does a group of experienced raters understand and apply features of a rating scale in ways that are similar to each other?
- What does this tell us about the role of the rating scale?

II The context for the study: the step test

The context for the study was the Special Test of English Proficiency, the step, a high-stakes test administered on behalf of the Australian government as part of the immigration process (Hawthorne, 1996; Lumley, 2000). In the late 1980s, encouraged by government policy, there was a dramatic expansion in the number of fee-paying international students arriving in Australia. This was especially true of students entering the English Language Intensive Courses for Overseas Students (ELICOS) sector and, amongst these, of students from the People’s Republic of China (PRC). The great majority of PRC students arriving between 1987 and June 1989 remained in Australia as immigrants (Hawthorne, 1996), where in many cases they were later joined by dependants. Following the events in Tiananmen Square in June 1989 the rate of arrivals from PRC declined somewhat but, nevertheless, between 4 June 1989 and October 1992 (when entry policy was tightened in response to the high rate of ‘overstaying’), many thousands more PRC students continued to arrive. A large proportion of this latter group indicated their desire to settle in Australia.
by claiming refugee status. In addition to these asylum seekers, there were substantial numbers of others, who had been resident in Australia for varying periods, from countries including the former Yugoslavia, Pakistan and Sri Lanka, as well as small numbers from other countries.

Faced with hugely inflated numbers of refugee applications, the great majority of whom had arrived from the PRC in the period following the Tiananmen Square massacre, by late 1992 the Australian Department of Immigration and Ethnic Affairs (DIEA) was anxious to resolve the status of this very large group of temporary residents. In many respects they represented ideal immigrants: for the most part they were young, relatively well educated, and already well settled in Australia. Partly because of the enormous costs and time involved in processing their claims in the courts, the government proposed a pragmatic solution, which would nevertheless be politically defensible (to avoid accusations of queue-jumping), of allowing these asylum seekers to apply for a new class of visa issued as an extension to the skilled migration program.

On 1 November 1993, the DIEA announced a special one-off visa category, the Special Permanent Entry Permit Class 816, for applicants for asylum in Australia. This created the opportunity, though not the obligation, for eligible individuals to apply for this visa. Those who chose not to go through this process could continue to be assessed as political refugees, although recent experience suggested that their chances of being granted refugee status were not high (Hawthorne, 1996: 18–19). Class 816 visa applicants were to be assessed by criteria routinely used for prospective immigrants applying from overseas under the skilled migration program. In addition to satisfying criteria of youth (aged under 45), good health and character, they would be required to pass an English language test, the step, thereby showing their ability to ‘meet English language and post-secondary education standards’ (DIEA 1995), at what was termed ‘functional’ level. Hawthorne (1996) has discussed the political role of language tests, including the step, in immigration decisions in Australia. Clearly, the use of language tests as political instruments highlights the issue of consequential validity (Messick, 1989; Shohamy, 2001), including the need for empirical investigations of the consequences of test use for test-takers and the community, especially in high-stakes assessment situations such as the one outlined here.

The step was announced in November 1993 and first administered in November 1994, allowing all test-takers a minimum of 12 months to prepare for the test; over the ensuing two years over 12,000 candidates sat the test. Provision was made for the minority failing part or
all of the test automatically to retake those parts they had not passed, and eventually the vast majority of candidates (around 90%) passed the test. This study concerns itself with material from the first set of administrations of the test, which took place over four days in November 1994 in test centres all around Australia. Approximately 7700 test-takers took part in these administrations.

1 Design of the step

The step includes writing, reading and listening components. This study considers only the writing component, which contains two tasks: 20 minutes for Task 1 (at least 100 words in length) and 25 minutes for Task 2 (at least 150 words in length).

The functional purpose of the two tasks was described as follows:

- Task 1: establishing and maintaining social relationships; giving/requesting information or explanations;
- Task 2: arguing or discussing an issue.

The rating scale used for the step was that developed for an earlier test used to assist in immigration decisions, the Australian Assessment of Communicative English Skills (access:) (Brindley and Wigglesworth, 1997). It contained four rating categories, each accompanied by descriptions at six levels, 0 to 5 (see Appendix 1), as follows:

- Task Fulfilment and Appropriacy (TFA);
- Conventions of Presentation (CoP);
- Cohesion and Organisation (C&O);
- Grammatical Control (GC).

Multiple forms of the test were prepared, to ensure test-takers had no prior knowledge of test content. All tasks were trialled before use in the test. Multi-faceted Rasch analysis employing the software FACETS (Linacre and Wright, 1992–96) was used for test analysis (for descriptions of the application of Rasch analysis in language performance assessment see McNamara, 1996; Weigle, 1998). Rasch analysis has the advantage of allowing estimation of the difficulty of each test task, and the harshness of each rater, and building these estimates into the calculation of the reported score for each test-taker. All test performances were rated by two raters. Rasch analysis also identifies test-takers whose scores do not conform to expected patterns, given the estimates of task difficulty and rater harshness. The scores for these test-takers are labelled as misfitting.
III Data collection

Four trained and experienced raters were selected for this study, from the entire pool of 65 accredited *step* raters. They shared similar backgrounds in terms of qualifications, teaching experience and experience as raters of ESL, as shown in Table 1. They had proved themselves consistently reliable during the two years of administrations of the *step* (Lumley, 2000). A group such as this should provide very good conditions for examining whether raters are capable of applying similar processes and criteria in their judgements.

Twenty-four scripts were selected\(^1\) for this study, covering two forms of the test (out of the eight forms used in the November 1994 administrations). The tasks are given in full in Appendix 2. They were selected from scripts identified by the Rasch analysis as yielding misfitting (i.e., unexpected, or surprising) scores, because these were deemed to offer the greatest likelihood of eliciting comments from raters that would illuminate the rating process, including problems raters might encounter.

The first part of the data collection session was designed to simulate operational rating conditions, beginning with a reorientation similar to that conducted before operational rating. After this each rater rated a set of 12 scripts (two tasks each) as they would operationally. Each of the four raters then rated a second set of 12 scripts (two writing tasks each completed by the same 12 test candidates), but this time in addition provided concurrent think-aloud protocols describing the rating process, broadly following similar procedures to those proposed by Ericsson and Simon (1993). Instructions given to the raters

Table 1  Raters for this study: shared characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>native speakers of English;</td>
</tr>
<tr>
<td>aged 35–43;</td>
</tr>
<tr>
<td>post-graduate ESL qualifications;</td>
</tr>
<tr>
<td>ten or more years of ESL teaching experience;</td>
</tr>
<tr>
<td>recent teaching experience with adults;</td>
</tr>
<tr>
<td>experience teaching ESL overseas and in Australia;</td>
</tr>
<tr>
<td>trained and experienced raters of other public assessments (e.g., IELTS, ACCESS, OET, ASLPR);</td>
</tr>
<tr>
<td>trained and accredited as <em>step</em> raters at the same time;</td>
</tr>
<tr>
<td>two or more years experience rating <em>step</em>.</td>
</tr>
</tbody>
</table>

Notes: IELTS = International English Language Testing System (Clapham and Alderson, 1996); ACCESS = Australian Assessment of Communicative English Skills (Brindley and Wigglesworth, 1997); OET = Occupational English Test (McNamara, 1990; 1996); ASLPR = Australian Second Language Proficiency Rating Scale (Ingram and Wylie, 1984).

\(^1\)Only scripts from candidates who had passed the test were available for this study.
for this task are provided in Appendix 3. This study focuses on the data from stage 4 (Table 2), the think-aloud protocols produced as the raters awarded scores. The scores produced by the raters during Stage 4 of the data collection showed reasonable agreement among the raters, with (Pearson) correlations for scores between pairs of raters ranging between 0.71 and 0.91.

1 Data coding

It was necessary to develop a coding scheme that would adequately describe the raters’ think-aloud (TA) data and address the research questions.

A broad orthographic transcription was carried out of each rater’s talk, with transcription conventions indicating the source of raters’ talk (test-taker script, rating scale or rater comments). The length of each rater’s full set of TA protocols varied between approximately 10350 and 17500 words. Divisions of the TA protocols into text units for analysis were made according to the content of each unit. This is a pragmatic view, which recognizes that there is no single way to read a text and that division of the data into text units is ultimately an arbitrary act. The analyses conducted in this study attempt less to quantify instances of each behaviour, than to identify what range of behaviours can be observed, to consider whether or not raters demonstrate each behaviour, and to give a picture of the range of features that are examined by each rater.

Experimentation with coding schemes used by earlier researchers—including Huot (1988), Pressley and Afflerbach (1995) and Cumming (1990)—showed them to be unusable. This was consistent with the

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Summary of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Four experienced, reliable raters;</td>
<td></td>
</tr>
<tr>
<td>• Two test forms (each with two tasks) = four different tasks.</td>
<td></td>
</tr>
</tbody>
</table>

Stage

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Reorientation simulating operational conditions</td>
</tr>
<tr>
<td></td>
<td>Four practice scripts</td>
</tr>
<tr>
<td>2</td>
<td>Simple rating (no think-aloud)</td>
</tr>
<tr>
<td></td>
<td>scripts 1–12 × 2 tasks each = 24 texts</td>
</tr>
<tr>
<td>3</td>
<td>Practice think-aloud: rating</td>
</tr>
<tr>
<td></td>
<td>practice script</td>
</tr>
<tr>
<td>4</td>
<td>Rating plus think-aloud protocol</td>
</tr>
<tr>
<td></td>
<td>scripts 13–24 × 2 tasks each = 24 texts</td>
</tr>
<tr>
<td>5</td>
<td>Post-rating interview</td>
</tr>
</tbody>
</table>

Note: Only data at Stage 4 is examined in this study.
view put by various researchers (e.g., Huot, 1988; Smagorinsky, 1994; Green, 1997; Torrance, 1998) that the categories needed to be developed to fit the data gathered in any context. A complex coding scheme was therefore developed to describe the think-aloud data from this study, consistent with the rating scale used in the step, and the particular focus in the research questions in this study. There was overlap with earlier schemes, especially those of Cumming (1990) and Cumming et al. (2001), but additional categories were identified, while others were perceived as less relevant. A preliminary survey of the data suggested that there were three very broad types of behaviours related to the rating process employed by raters:

- management behaviours;
- reading behaviours;
- rating behaviours: allocation of scores according to the four rating scale categories.

This distinction is consistent with the characterization of rating by Cumming et al. (2001: 15), in which they made:

[a] basic distinction between interpretation strategies (or reading strategies, aimed at comprehending the composition) and judgement strategies (or evaluation strategies, for formulating a rating or score).

In total, 174 codes, grouped into six categories, were used. Four of these categories corresponded to the four categories of the step rating scale (see Appendix 4 for codes used relating to the assessment category, TFA), while the first category covered comments made during the first reading of the text, and the final category covered additional comments of various kinds. The coding scheme allowed analysis of the sequence of rating; the interpretations the raters made of each of the four analytic scoring categories in the step rating scale; and the difficulties raters faced during the rating process, together with the strategies they used to deal with these difficulties.

The author coded the entire set of texts. As a reliability check, a portion of the texts was coded by a second coder (an ESL teacher with postgraduate qualifications in applied linguistics). Of 300 coding decisions from five texts, agreement was 94%. Such a level of agreement suggested the coding scheme could be applied with adequate reliability.

IV The process of rating

This article now comments on raters’ use and interpretations of the rating scale. First, similarities amongst the raters are noted, followed by their application of the scale.
Evidence of rater agreement

The study first aims to investigate to what extent the raters appear to agree on the rating criteria provided: this includes the extent to which they follow the given set of rating scale components, whether they comment on the same features of texts, and whether they stray outside the scale.

The first observation here is that most of the time the raters follow the rating categories provided, and in a very orderly way. There are some individual differences in the sequence with which they rate each category, but in simple terms the pattern follows three broad stages (Lumley, 2000), as shown in Table 3: first reading (or pre-scoring); scoring of the four categories in turn; and a final consideration of the scores given in Stage 2.

There is an overall shift during the rating of each text from attention on gaining an overall impression of the text during the first reading to a dual focus, on both text and scale, as raters allocated scores and reread sections of the text as necessary. At the end, there was sometimes consideration of the overall pattern of scores awarded. None of the scoring categories was neglected by any rater.

The view of the rating process which emerges here is consistent with the three-stage model described by Freedman and Calfee (1983), in which raters evaluate a ‘text image’ formed through reading the text itself, and filtered through their expectations, experience and background knowledge.

Table 3  Model of the stages in the rating sequence

<table>
<thead>
<tr>
<th>Stage</th>
<th>Rater’s focus</th>
<th>Observable behaviours</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. First reading (pre-scoring)</td>
<td>• Overall impression of text: global and local features&lt;br&gt;• Identify script.</td>
<td>• Identify script.\n</td>
</tr>
<tr>
<td>2. Rate all four scoring categories in turn</td>
<td>• Scale and text</td>
<td>• Articulate and justify scores.\n</td>
</tr>
<tr>
<td>3. Consider scores given</td>
<td>• Scale and text</td>
<td>• Reread text.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Confirm or revise existing scores.</td>
</tr>
</tbody>
</table>
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Table 4 Components of scale for TFA

<table>
<thead>
<tr>
<th>Rating category</th>
<th>Sub-category</th>
<th>Elaboration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Fulfillment and Appropriacy (TFA)</td>
<td>relevance/appropriacy of content/ideas</td>
<td>text relates to context</td>
</tr>
<tr>
<td></td>
<td>meaning</td>
<td>clarity/confusion/comprehensibility</td>
</tr>
<tr>
<td></td>
<td>vocabulary</td>
<td>presence of words</td>
</tr>
<tr>
<td></td>
<td></td>
<td>appropriate choice/errors/effectiveness</td>
</tr>
</tbody>
</table>

2 Scale content

The scoring category, TFA, is discussed in detail in order to exemplify the ways in which the raters interact with the scale. The scale descriptors for TFA include clear references to various features of texts, as Table 4 shows.

The terms ‘content’ and ‘meaning’ are both relevant to this rating category. The distinction made here is between ideas and argument represented in the text (the content) and clarity, confusion or comprehensibility of what is said (the meaning). These scoring category components are clearly related to the scale descriptors, as can be seen in Table 5 (the relationship of the scale to the components identified in Table 4 is indicated in bold). Of the comments made by the four raters relating to the assessment of TFA, 704 out of 781 comments, or around 90%, fall into seven categories, as Table 6 shows. All of these comments clearly relate to the components of the scoring category, TFA, with the exception of the first code, which is a management statement, and the final code, which relates to the raters’ reading process.

Table 5 step scale descriptors: TFA

0 No comprehensible English words. (Copied text should not be assessed.)

1 (a) **Text** is entirely inappropriate to given context or (b) predominantly incomprehensible although (c) a few words or sentences may be present.

2 (a) **Text relates** poorly to given context and is only sporadically appropriate or (b) comprehensible. (c) Some appropriate vocabulary within restricted range.

3 (a) **Text relates** in part to given context although (b) with some confusion of meaning. (c) Appropriate vocabulary used although there are considerable errors.

4 (a) **Text relates** generally to given context (b) with few confusions of meaning. (c) Vocabulary choices are generally effective although there are some inappropriacies.

5 (a) **Text relates** well to given context. It is thoroughly appropriate and (b) easily understood. (c) Vocabulary choices are appropriate and effective.
The kinds of patterns that emerge in TFA are also seen in the other rating categories. The huge majority of comments relate to features explicitly contained in the scale (Table 7). Within the comments related to features explicitly referred to in the rating categories there were very few categories occurring with any frequency that were not shared by the raters as a whole: they all typically referred to the same sorts of things when discussing each rating category.

On one level, therefore, the rating procedure appears basically to work as intended by the test-developers, and we seem to have some basis for claiming that the contents of the scale are what raters attend to, and that the scale adequately describes the texts.

However, the fact that most comments refer directly to the scale does not mean that the rating process proceeds without difficulty. The following section considers a sample of the problems that may arise during rating. The examination of these problems shows that the issue of whether raters appear to understand and apply the rating scale descriptors in similar ways is much more complex than so far appears.
3 Conflict in scale wording

As we have seen, the category TFA explicitly includes both ‘relevance of response’ and ‘clarity of meaning’. In the following extract of think-aloud data, Rater 3 (R3) describes the need to consider both of these components, but separately. For her, task fulfilment seems to be a necessary if not sufficient quality in a text, comparable to the ‘hurdle’ that test-takers must satisfy in the Foreign Service Institute (FSI) scale (Clark and Clifford, 1988).

R3–18A

25. I’d better go over again to see if he’s clear, if the meaning is clear,
26. that’s the thing with the task fulfilment, the first thing I look at is whether they’ve addressed the question,
27. and then I have to, then I, then that’s, sort of seems to be separate from whether or not the meaning is clear,
28. it seems, you tend to end up dividing those two.

In this next example, R3 shows how she resolves the conflict that may arise between these two features: in this instance she selects and justifies clarity of meaning as the overriding criterion, and gives the score, all in a few words. The frequent pauses shown here (each pause of 1 second is indicated by a ‘.’) are suggestive of some hesitancy, but the rater manages the rating decision without much difficulty.

R3–13B

56. the, the, the ideas are fine. worthy of a four. but. the meaning is not clear enough.
57. and that’s the thing that. affects task,
58. task fulfilment has has to be. comprehensible meaning and that .. brings it down to a three again.

For this rater, it appears, then, that either relevance or clarity may act as a hurdle. Vocabulary, the third component of TFA, although mentioned often enough in the data, appears to occupy a subsidiary role or to be subsumed under clarity of meaning. The emphasis on content and meaning exemplified above is very typical of what the raters say throughout the data.

Sometimes, however, the conflict that emerges between the two main scale features – relevance and clarity – is not so easily resolved. Several texts responding to the same task illustrate the variety of reactions and difficulties this conflict can cause. This task asks candidates

---

2Bold type is used in all quotations of rater talk to draw attention to the point under consideration; raters and scripts are identified by rater, script and task, as follows: R3–18A = Rater 3, Script 18, Task A; the figures in the first column identify the units of text (TU) into which each rating protocol is divided.
to enter a competition, for which the prize is a house. Their task is to ‘describe the house [they] would like to win’. The main issue that arises is a mismatch between the raters’ and the candidates’ interpretations of what constitutes a relevant response to this task.

The problem is explained below, by Rater 1 (TU21–3), during her consideration of text 17A. We see that whereas the task rubric asks for a description, a number of the test-takers offer instead an argument for why they deserve or need to win the house. Here, vocabulary is not mentioned at all, while comprehensibility, although apparently perfectly acceptable (line 26), is ignored, and the script is given the lowest score of 1 for this category (line 33). The construct represented here now becomes something much narrower than the scale describes. Rather than falling back on her own internal criteria, the rater appears to be heavily bound by one particular aspect of the criteria stated in the scale descriptors: relevance. In fact, the issue of relevance was dealt with during training. Raters were provided with a set of guidelines to assist with various aspects of rating, including relevance, supplemented by raters’ own notes taken during the training sessions, following examination of a range of examples of problematic texts. The test-developers’ intention was to give guidance to raters on how they should treat relevance, and especially to encourage a broadly tolerant view amongst the raters of what should be seen as acceptable, while allowing them to penalize wholly or largely (apparently pre-learnt) irrelevant answers. This purpose was discussed in some detail during training.

R1–17A

20. well look,
21. candidate is not answering the task,
22. the task is ‘describe the house you would like to win’,
23. this candidate is saying WHY he should win it, so,
24. relates poorly,
25. but it is, sporadically appropriate or comprehensible
26. well it’s completely comprehensible
27. but it is only mm, text is entirely inappropriate
28. well, no, it’s difficult here,
29. because the text can be entirely inappropriate but comprehensible, and this descriptor says
30. entirely inappropriate to the given context OR predominantly incomprehensible
31. well it’s . . . . . . is it entirely inappropriate or relating poorly
32. and is only sporadically appropriate or comprehensible
33. well I think actually it is entirely inappropriate, [gives score of 1]
34. the candidate has not answered the house he would like to win but merely why he should win a house . . .

The same problem arises with the next script. Again, the rater gives the lowest score point, although she seems to feel (for unstated reasons; see lines 18, 26) that neither time is the score very fair.

R1–18A

10. no it's not answering the um, not answering the task at all, actually . . .

17. Okay, I think the last time I a- I thin I, I said a one for this one,
18. seems rather harsh actually.
19. text is entirely inappropriate to the given context
20. well look, it is entirely inappropriate.
21. it doesn’t even relate poorly.
 . . .

26. well probably it should be two,
27. but um, really text is entirely inappropriate,
28. so I'll stick it at one

She clearly places a major hurdle of relevance to her interpretation of the task in the pathway of the test-takers before they can score more than 1 or 2. Overall Rater 1 (R1) is more lenient than R3, but for this scoring category she applies a harsher criterion of relevance.

Rater 2 (R2) has a similar attitude to Rater 1, and awards a score of 2 for script 17A. She has more trouble in allocating a score when she considers the next script:

R2–18A

4. this has a similar problem to the previous one,
5. in that it doesn’t describe the house you would like to win, it’s trying to justify why I should win the prize,

Rater 2 then consults the raters’ notes for guidance (lines 17–20 below), as well as her own notes taken during rater training and orientation sessions. As mentioned above, these notes – supplemented by examples and discussion during training – were intended to encourage a broadly tolerant view amongst the raters of what should be seen as acceptable (lines 18–20).

14. umm, now, it is comprehensible, of course it’s comprehensible,
15. but it’s not relevant,
16. and it’s not like it’s learned, it’s not one of those ‘springtime in Koreas’

4Text in quotation marks is extracted from raters’ guidelines and supplementary notes.
17. ‘two or more sentences are relevant’.
18. ‘as long as text has something to do with topic that’s okay’.
19. ‘if task asks them what they LIKE about the city and they write about the city that’s okay ..’
20. ‘as long as the text has something to do with the topic ..’

After commenting on the clarity of meaning in line 14 (above), she makes conflicting decisions (lines 21–23 below) about the relevance of the text, and notes the high level of subjectivity in interpreting the guidelines (line 22). Eventually she compares this text with the previous one (line 26–29) before allocating a score of 3, higher than for the previous candidate, apparently on the grounds of length of text.

21. well, it’s something to do with the topic,
22. this is a real value judgement here I think
23. well, I don’t think it does,
24. I mean it does have something to do with it, but I don’t think it has enough to do with it,
25. so I’m going to mark it down on that
26. so, what did I give that other guy, what did I give the other guy?
27. see, I only gave him a two,
28. and he hardly wrote anything at all,
29. so I think we’ll have to give it,
30. I’m going to mark it down
31. because I don’t think it’s related
32. text relates in part to given context although with some confusion of meaning,
33. there’s no confusion, but it’s just not appropriate
34. [inaudible]
35. I don’t like this criteria [said quietly]
36. so I’m going to give it a three

This rater has a lot of trouble in allocating this score, and is dissatisfied with the rating scale (especially lines 22, 35). Her decision here is not clearly related to score descriptors, but rather to comparison with the previous test-taker’s script: she appears to react in a holistic way to a feeling that this text is not worthy of a 4, but deserves better than the 2 she awarded to the previous script, which suffered from the same problem of questionable relevance. The wordings in the scale play little obvious part in the score decision. Likewise, the supplementary guidelines and training concerning relevance appear to have been largely set aside.

Raters 3 and 4 show different patterns again for texts 17A and 18A. R3 makes no comment on the relevance of the texts: her concerns were with clarity of meaning in both cases, while Rater 4 (R4) sees this as a problem only for the second of the texts, which he penalizes (giving scores of 2 for all categories). Clearly the raters differ in the way they apply the scoring category to these two scripts.

The raters’ responses to these two texts (17A and 18A) can be summarized as follows:
Raters 1 and 2 appeared to be concerned about the relevance of both texts, and commented on the similarities between them in this regard.

- R1 gave the lowest score (1) to both texts, on the grounds that they were similarly irrelevant. She seems to apply a ‘hurdle’ requirement to the tasks, unlike the other raters, although R3 does talk of this.

- R2 gave a higher score to the second one, apparently because she found it a better answer (certainly she commented that it was both comprehensible and longer than the earlier text). Both of her scores were more lenient than those of R1.

- R3 found no problem with the relevance of either text. Her concerns were with clarity of meaning in both cases, but she made no comparison between them.

- R4 apparently found no problem with relevance for the first task, but penalized the second one for lack of relevance, giving it a lower score. Again, he did not compare the texts.

It is clear from this variation in behaviour amongst the raters that there is actually a problem in the task construction, which did not emerge during trialling. However, the more significant point relating to rating is that the scale itself provides no guidance for this kind of interpretation, and the training and additional raters’ guidelines, which were explicitly intended to address the issue of relevance, did not work as intended, and certainly were not interpreted consistently by the raters. When there is a problem they resort to other strategies, like heavily weighting one aspect of the criteria, or comparing scripts with earlier ones. The scoring decision appears not to be based on the scale. Such behaviours recur – in disparate and unpredictable ways – with all four tasks examined in this study, and with all four raters.

Because raters all react in different ways, both consistent measurement and consistent interpretation of scores given become very difficult. It might be argued that simply improving the scale wording would solve the problem. However, given the simplification and abstraction that scales necessarily entail, the conflicts that arise between different scale features are unlikely to disappear. Likewise, it might be suggested that training can eliminate difficulties such as this. We saw above, however, that explicit attention to the issue of relevance both in rater training and the notes given to raters failed to prevent the occurrence of these problems.
V The rating process revisited

In performance assessment, which relies on ratings, there is an assumption that if a rating scale is developed that describes writing texts in a valid way – and raters are adequately trained to understand its contents – then the scale will be used validly and reliably, and it will be possible to obtain good, or at least adequate, measurement. This suggests that raters must match the texts – which are produced in a myriad of ways, by a myriad of test-takers, from very different backgrounds, and in response to a range of tasks – to a single scale, which in a standardized test is usually written by somebody else. The assumption is that what the raters have to do is find the best fit: out of the scale descriptors presented to them, they have to decide which one best matches the text. Should the text be awarded a 3 or a 4? Raters should do this on the basis of common interpretations of the scale contents, developed as a result of training. What is observed here, when things go wrong, is a rather different process. In the preceding section raters’ judgements appeared to be based on some complex and indefinable feeling about the text, rather than the scale content. The descriptions of the process of score allocation in fact allow us very little insight into the underlying processes raters go through. For example, raters referred to judgements they had already made about earlier texts as an additional basis for their score decisions. What we seem to observe is that the rater forms a uniquely complex impression independently of the scale wordings. Ultimately, however, they somehow managed in each case to refer to the scale content. This suggests that the role of the descriptors becomes one of articulating and justifying the scoring decision; in other words, the raters seemed to feel obliged to formulate the score decision in terms of the scale wordings, even when they experienced some level of discomfort with this. The next section illustrates further how raters use the scale as a tool for justification, as well as how the scale descriptors may be unhelpful when this process of justification is harder to manage.

1 Quantity of ideas

One significant feature missing from the step scale criteria – but which clearly forms part of the construct for raters – relates to the content of the writing, the quantity of ideas. This creates a number of significant difficulties for the raters, demonstrated in several of the texts. For example, Rater 3 encountered substantial difficulties with the following text (see Appendix 5 for the full script), and we see
Assessment criteria in a large-scale writing test

once again how the rater’s initial overall impression can cause a serious conflict with the scale descriptors, which the raters find hard to resolve. She states the basic conflict here:

R3–14A

25. um . so . this is a tricky one
26. because it’s s- s’ it’s to- very short.
27. but what . is written is actually quite . appropriate .

She then tries to assess TFA, but finds it difficult, because of this conflict:

33. so task fulfilment
34. . . . er . it’s not a . fulf- it’s not full enough . in ideas to be a four
35. but it’s . and it’s, it’s I’d say it’s about a three
36. a two is not-.
37. because it, a two says it, text relates poorly,
38. well it definitely does relate . . .
39. it’s a- four f- in a sense for task relating to the given context .. with few confusions of meaning
40. but somehow or other
41. it’s just not .. enough to be a four .
42. . vocabulary choices are generally effective, although there are some inappropriacies
43. it’s actually . it’s actually quite good .
44. I don’t know why I wouldn’t give it a four..
45. I’ll just keep it as . between three and four and I’ll make, up my mind in a minute ..

So far, the text appears to match best level 4. But this doesn’t satisfy her. Unable to make a judgement she moves to GC, and then C&O. Whereas the quantity of text or ideas seems clearly relevant to assessment of task fulfilment, it is less obviously part of cohesion and organization. This does not stop her looking for a reason to penalize the candidate under C&O, as we see here:

78. I’ll probably give it . a three for cohesion and organisation
79. because it just hasn’t got enough . it hasn’t got ....
80. [whispered] oh why (not) why-y .... why should I mark that one down to a three ..
81. it’s somewhere between a three and a four,
82. it doesn’t feel like it should be four but then when I look at it closely it’s not ..
83. it’s not too bad ....
84. wide enough to park my c-truck
85. I feel like I can’t give it a four
86. because a four is something that should have fa- should have more in it.

Her unease persists through the final two categories, CoP and GC:

92. I’ll give it four for that. [CoP]
and I’ll give it three-e
but it’s actually quite good ....
I feel like I have to kind of modify something,
I just can’t, I can’t quite give it . that much
I feel as if that’s too high
......
oak in colour with very smooth surface . the colour should be Middle
East product ... 
spelling,
I’ll mark it . mark it down here because there’s a . couple of spelling
This rater appears frustrated and really not helped by the scale. She
appears to be seeking support for her intuitive view of what is right,
and not getting it. For her, this is clearly not a matching activity at
all. Instead, the scale is relegated to a subsidiary position, compared
with her own view of what a level 4 should be. Her reason for penalis-
ing the script ends up looking like a feeble pretext (‘a couple of
spelling errors’, line 102). The final pattern of scores is 4–3–4–3,
which seems to attempt to balance the good aspects of the script and
its brevity. The rater in this extract appears very much to be influ-
cenced by a criterion that is not represented in the scale at all – length,
or quantity of ideas – that pervades all the scores she gives.
Similar behaviour occurs with other texts, although R3 seems to
find these less problematic.

2 Absence of explicit cohesive devices
A further area of comment concerns an additional feature absent from
the scale, but which received many comments from the raters,
namely, a lack of explicit cohesive devices. This is clearly relevant
to the category of C&O, which refers to control of cohesive devices,
but raters have to exercise their own interpretations in order to decide
how their perceptions of this can be made to fit into the scale.
We see in this extract how, while scoring C&O, Rater 3 comments
that the sentences are short (TU 56), that the ideas flow well (TU
58–59), but that the sentences should have been joined together more
explicitly (TU 60). She then refers to the scale for a relevant descrip-
tion (TU 61).

his sentences are quite short.
I had to go,
the actual, from sentence, from idea to idea, from sentence to sentence
is fine,
it flows.
Although he should have joined them, but he hasn’t.

Absence of cohesive devices, where does that come into it?

Inappropriate choices, oooh, generally cohesive, though problems may be noticed, organisation of ideas is mainly effective.

I think it’s a four.

Here she has to decide whether this fits more likely with ‘inappropriate choices’ (3), or ‘generally cohesive, though problems may be noticed’ (4). She chooses the latter, knowing she has to align her impression with the scale descriptors; however, there is no real guidance here and it is an arbitrary decision.

R1 and R2 also comment on this issue, almost always while scoring C&O. Two more examples suggest this is a significant issue from the raters’ point of view:

R1–14B

Cohesion and organisation.

Um, well, look, it’s, there’s not a lot of, um, of overt cohesive devices,

R2–22B

let’s mark the coherence now

there’s just, there’s no.. I can’t see any conjunctions

this person doesn’t like them

What seems to be happening here is that the raters feel obliged to give explicit meaning and consideration to this category, C&O. They are required to articulate and justify their assessments under this category. However, much of the coherence of a text remains inexplicit (Widdowson, 1983). Since articulation and justification rely to a considerable extent upon explicitness, the raters seem to be forced into looking for explicit tokens, the most salient of which are conjunctive links. Consequently, raters also appear to use their absence as an associated criterion.

VI Conclusions

The preceding sections suggest that in response to the research questions, we may claim that although there appears to be some evidence that the raters understand the rating category contents similarly in general terms, there is also evidence that they sometimes apply the contents of the scale in quite different ways. They appear to differ in the emphases they give to the various components of the scale descriptors. Rather than offering descriptions of the texts, the role of the scale wordings seems to be more one of providing justifications on which the raters can hang their scoring decisions. In the context
studied here, at least, this seems to cast some doubt upon the idea that scales can assist us in understanding the constructs being measured by such ratings.

What implications may be drawn from this study? First, there are implications for our expectations of the training process. Rating is certainly possible without training, but in order to obtain reliable ratings, both training and reorientation are essential in order to allow raters to learn or (re)develop a sense of what the institutionally sanctioned interpretations are of task requirements and scale features, and how others relate personal impressions of text quality to the rating scale provided. Raters seem to be influenced, then, in the articulation of their ratings by a sense of the audience for the evaluation or rating, as Freedman and Calfee (1983: 93–94) noted. It seems clear that raters can be trained to use a scale, and to discuss the same sorts of features under specified rating categories. On the other hand, components of training sessions may go unheeded, partially heeded, or may take on proportions unintended by the trainer. It has been claimed in the past that the primary purpose of training is to forge common understandings, interpretations and agreement. This almost certainly happens, and the data from the current study seem to confirm this; however, it also seems that the primary purpose that scales and training end up serving is that of helping raters to articulate and justify their rating decisions in terms of what the institution requires, in the interests of reliable, orderly and categorized ratings.

Secondly, there are implications for understanding the role of the rater in performance assessment. The rater, not the scale, lies at the centre of the process. It is the rater who decides:

- which features of the scale to pay attention to;
- how to arbitrate between the inevitable conflicts in scale wordings; and
- how to justify her impression of the text in terms of the institutional requirements represented by the scale and rater training.

This study sheds more light on several earlier studies, and confirms their claims. For example, it appears clearer why Charney (1984) suggested that raters might apply ‘idiosyncratic criteria’, or why Vaughan (1991: 121) found that raters ‘rely on their own styles of judging essays’ when a text failed to match the scoring criteria. Cumming’s (1990: 40) observation that expert raters spend much of their time ‘classifying errors’ perhaps relates to the requirement that they justify their ratings with observable features of the text, of which errors are the clearest evidence. Raters do not stop, as a result of training, having expert reactions, complex thoughts and conflicting feelings about texts as they read: we know that because they talk
about them in data such as in this study. However, they know that they have a particular job to do and, therefore, with the benefit of training, they just cope with this demanding task, shaping their natural impression to what they are required to do, in as conscientious a manner as possible, and using the scale to frame the descriptions of their judgements. We need experts to do this because the task is so complex: it does not require special training to read and form some sort of judgement of a text, but rating is considerably more complex than this.

Thirdly, there are implications for the validity of judgements and, particularly, the use of scales to describe test performance. It seems that scales are inevitably of somewhat limited validity, because of their inability to describe texts adequately. The role of a scale is rather as a tool for raters to use, to help in channelling the diverse set of reactions raters have when they read texts into narrower, more manageable, but by no means necessarily valid statements about them. Because this judgement is so complex, so multi-faceted, we can never really be sure which of the multitude of influences raters have relied on in making their judgements, or how they arbitrated between conflicting components of the scale. Likewise, we have no basis for evaluating the judgement that would have been made if a different scale were used.

I return to a comment from Huot (1993: 208). He expressed a fear that ‘a personal stake in reading might be reduced to a set of negotiated principles, and then a true rating of writing quality could be sacrificed for a reliable one.’ He succeeded in reassuring himself that this was not the case, because of the variability of reactions raters showed, and the range of topics they discussed. However, leaving aside the rather substantial question of whether or not there can ever be such a thing as a ‘true’ rating, he seems to have been closer to the mark than he realized, and ratings and scales represent exactly that: a set of negotiated principles that the raters use as a basis for reliable action, rather than a valid description of language performance.
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## Appendix 1  Step Writing performance criteria and descriptors

<table>
<thead>
<tr>
<th>Step</th>
<th>Writing performance criteria and descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Task fulfilment and appropriacy (TFA)</strong></td>
</tr>
<tr>
<td>0</td>
<td>No comprehensible English words. (Copied text should not be assessed.)</td>
</tr>
<tr>
<td>1</td>
<td>Text is entirely inappropriate to given context or predominantly incomprehensible although a few words or sentences are present.</td>
</tr>
<tr>
<td>2</td>
<td>Text relates poorly to given context and is only sporadically appropriate or comprehensible. Some appropriate vocabulary within restricted range.</td>
</tr>
<tr>
<td>3</td>
<td>Text relates in part to given context although there are considerable errors. Appropriate vocabulary used although there are considerable errors.</td>
</tr>
<tr>
<td>4</td>
<td>Text relates generally to given context with a few confusions of meaning. Vocabulary choices are generally effective although there are some inappropriacies.</td>
</tr>
<tr>
<td>5</td>
<td>Text relates well to given context. It is thoroughly appropriate and easily understood. Vocabulary choices are appropriate and effective.</td>
</tr>
<tr>
<td></td>
<td><strong>Conventions of presentation (CoP)</strong></td>
</tr>
<tr>
<td>0</td>
<td>Absence of presentation conventions (spelling, punctuation, script, layout).</td>
</tr>
<tr>
<td>1</td>
<td>Very poor command of conventions of presentation (spelling, punctuation, script, layout) or sentences are present.</td>
</tr>
<tr>
<td>2</td>
<td>Uncertain command of conventions of presentation (spelling, punctuation, script, layout).</td>
</tr>
<tr>
<td>3</td>
<td>Adequate command of conventions of presentation, with some inconsistencies.</td>
</tr>
<tr>
<td>4</td>
<td>Generally good command of conventions of presentation although one area (spelling, punctuation, script or layout) may be weaker.</td>
</tr>
<tr>
<td>5</td>
<td>All aspects of presentation conventions (spelling, punctuation, script or layout) are handled skilfully.</td>
</tr>
<tr>
<td></td>
<td><strong>Cohesion and organization (C&amp;O)</strong></td>
</tr>
<tr>
<td>0</td>
<td>Neither cohesion nor organization.</td>
</tr>
<tr>
<td>1</td>
<td>Very disjointed with minimal organization.</td>
</tr>
<tr>
<td>2</td>
<td>Limited control of simple cohesive devices, little awareness of appropriate organization of ideas relevant to this task.</td>
</tr>
<tr>
<td>3</td>
<td>Simple cohesion is controlled but problems of over use or inappropriate choices occur; there is some awareness of appropriate organization of ideas relevant to this task.</td>
</tr>
<tr>
<td>4</td>
<td>Generally cohesive, though some problems may be noticed in this area; organization of ideas is mainly effective.</td>
</tr>
<tr>
<td>5</td>
<td>Text is cohesive and organization is clear and appropriate to task.</td>
</tr>
<tr>
<td></td>
<td><strong>Grammatical control (GC)</strong></td>
</tr>
<tr>
<td>0</td>
<td>No grammar is evident.</td>
</tr>
<tr>
<td>1</td>
<td>Poor control of grammatical structures within this context.</td>
</tr>
<tr>
<td>2</td>
<td>Some control of grammatical structures suitable for this context but errors dominate.</td>
</tr>
<tr>
<td>3</td>
<td>Fair control of grammatical structures within this context but with considerable errors.</td>
</tr>
<tr>
<td>4</td>
<td>Generally good control of grammatical structures suitable for this context with a few obtrusive errors.</td>
</tr>
<tr>
<td>5</td>
<td>Competent control of grammatical structures appropriate to the context with only unobtrusive errors.</td>
</tr>
</tbody>
</table>
Appendix 2  *Step* tasks used for this study

Form C, Task 1

*Situation:* You see a competition in the local newspaper to win a new house.

*Picture:* drawing of a house, with the text: ‘*Win a new house. Describe the house you want to win and it could be yours.*’

*Task:* Write to the newspaper editor. Describe the house you would like to win.

Form G, Task 1

*Situation:* Last week you went on a day trip (for example, to the beach, zoo, mountains).

*Task:* Write a letter to a friend. Say what you enjoyed most and why.

Form C, Task 2

*Situation:* Your local public library is changing its closing time. Before, the library closed at 9.00 pm. Now, it will close at 6.00 pm. You want it to stay open until 9.00 pm.

*Task:* Write a letter to the library. Say that you are unhappy about the change and give reasons (for example, work, family, study).

Form G, Task 2

*Situation:* Your local council has $100000 to build

either  
i) a children’s playground

or  
ii) a car park.

The council wants to know what people think.

*Task:* Write a letter to the local council and say what you think.

- Do you want the money spent on the children’s playground or the car park?
- Why?
Appendix 3  Instructions given to raters for think-aloud task

I am now going to ask you to rate a second set of 12 writing scripts. I would like you to rate them as far as possible in the usual way, that is, just as you have just rated the previous 12. However, there will be one important difference with this second batch: as I have previously mentioned, I am conducting a study of the processes used by raters when they rate writing scripts, and I would now like you to talk and think aloud as you rate these 12 scripts, while this tape recorder records what you say.

First, you should identify each script by the ID number at the top of the page, and each task within each script by number as you start to read and rate it. Then, as you rate each task, you should vocalise your thoughts, and explain why you give the scores you give.

It is important that you keep talking all the time, registering your thoughts all the time. If you spend time reading the script or the rating scale, then you should do that aloud also, so that I can understand what you are doing at that time. In order to make sure there are no lengthy silent pauses in your rating, I propose to sit here, and prompt you to keep talking if necessary. I will sit here while you rate and talk. I will say nothing more than give you periodic feedback such as ‘mhmm’, although I will prompt you to keep talking if you fall silent for more than 10 seconds.

Appendix 4  Coding scheme: sample

Codes used to categorize comments made during consideration of Task Fulfilment and Appropriacy (TFA)

<table>
<thead>
<tr>
<th>Code</th>
<th>Category</th>
<th>Sub-category</th>
<th>Specific focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1.0</td>
<td>TFA</td>
<td>TFA</td>
<td>nominates category</td>
</tr>
<tr>
<td>1.1.1</td>
<td>TFA</td>
<td>content</td>
<td>relevance/appropriacy/quality of argument/text – not scale-related</td>
</tr>
<tr>
<td>1.1.1a</td>
<td>TFA</td>
<td>content</td>
<td>relevance/appropriacy/quality of argument/text – scale-related</td>
</tr>
<tr>
<td>1.1.2</td>
<td>TFA</td>
<td>content</td>
<td>task requirement (reference to rubric)</td>
</tr>
<tr>
<td>1.1.4</td>
<td>TFA</td>
<td>content</td>
<td>reference to rater's instructions on relevance</td>
</tr>
<tr>
<td>1.1.5</td>
<td>TFA</td>
<td>content</td>
<td>personal reaction (interest, surprise, etc.)</td>
</tr>
</tbody>
</table>

Continued
<table>
<thead>
<tr>
<th>Code</th>
<th>Category</th>
<th>Sub-category</th>
<th>Specific focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1.6</td>
<td>TFA</td>
<td>content</td>
<td>summary of proposition(s)</td>
</tr>
<tr>
<td>1.1.7</td>
<td>TFA</td>
<td>content</td>
<td>quantity/length of text/ideas</td>
</tr>
<tr>
<td>1.1.7a</td>
<td>TFA</td>
<td>content</td>
<td>quantity/length of text/ideas (score-related)</td>
</tr>
<tr>
<td>1.1.8</td>
<td>TFA</td>
<td>content? vocabulary?</td>
<td>appropriacy (unglossed)</td>
</tr>
<tr>
<td>1.1.9</td>
<td>TFA</td>
<td>content + meaning</td>
<td>relevance/appropriacy plus clarity</td>
</tr>
<tr>
<td>1.1.9a</td>
<td>TFA</td>
<td>content/meaning</td>
<td>relevance/appropriacy plus clarity (scale-related)</td>
</tr>
<tr>
<td>1.1.10</td>
<td>TFA</td>
<td>content/meaning</td>
<td>appropriacy vs. clarity – scale descriptor conflict</td>
</tr>
<tr>
<td>1.1.10a</td>
<td>TFA</td>
<td>content/meaning</td>
<td>appropriacy vs. clarity (scale-related) – scale descriptor conflict</td>
</tr>
<tr>
<td>1.2.1</td>
<td>TFA</td>
<td>meaning</td>
<td>clarity – not scale-related</td>
</tr>
<tr>
<td>1.2.1a</td>
<td>TFA</td>
<td>meaning</td>
<td>clarity – scale/score-related</td>
</tr>
<tr>
<td>1.2.2</td>
<td>TFA</td>
<td>meaning/script</td>
<td>illegibility/decoding or interpreting script (word level)</td>
</tr>
<tr>
<td>1.3.1</td>
<td>TFA</td>
<td>vocabulary</td>
<td>choice/range/accuracy/appropriacy – not scale-related</td>
</tr>
<tr>
<td>1.3.1a</td>
<td>TFA</td>
<td>vocabulary</td>
<td>choice/range/accuracy/appropriacy – scale/score-related</td>
</tr>
<tr>
<td>1.4.1</td>
<td>TFA</td>
<td>nonspecific comment/overall category (general)</td>
<td>overall quality/score – general comment (not scale-related)</td>
</tr>
<tr>
<td>1.4.1a</td>
<td>TFA</td>
<td>nonspecific comment/overall category (general)</td>
<td>overall quality/score – general comment (related to scale level and/or descriptor)</td>
</tr>
<tr>
<td>1.6.1</td>
<td>TFA</td>
<td>general</td>
<td>comparison with earlier text</td>
</tr>
<tr>
<td>1.6.1a</td>
<td>TFA</td>
<td>general</td>
<td>comparison with earlier text (score-related)</td>
</tr>
<tr>
<td>1.6.2</td>
<td>TFA</td>
<td>content</td>
<td>comparison with other test-takers in general</td>
</tr>
<tr>
<td>1.6.3</td>
<td>TFA</td>
<td>grammar</td>
<td>role of grammar in TFA score</td>
</tr>
<tr>
<td>1.6.4</td>
<td>TFA</td>
<td>CoP feature</td>
<td>CoP focus (as problem)</td>
</tr>
<tr>
<td>1.6.5</td>
<td>TFA</td>
<td>any</td>
<td>error classified in other rating category – example</td>
</tr>
<tr>
<td>1.6.6</td>
<td>TFA</td>
<td>task expectations</td>
<td>audience/register/formality/layout</td>
</tr>
<tr>
<td>1.6.7</td>
<td>TFA</td>
<td>cohesion</td>
<td>general comment</td>
</tr>
<tr>
<td>1.8.1</td>
<td>TFA</td>
<td>reading</td>
<td>rereading – part of text</td>
</tr>
</tbody>
</table>
I am writing in response to your advertisement to describe a house I want to win.

The house should have at least five very big bedrooms with two story, two garages and a big swimming pool in the back yard. The house should be made of white brick with white iron fence around it. The drive away should be wide enough to park my truck. The stines should be made of good wood, oak in colour with very smooth surface. The carpet should be middle east product.

yours sincerely,