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1. Τσέλιος Πέτρος

1 IPTV Network Distribution Technologies
1.0 Introduction 

A high speed distribution networking platform is required

Two parts of an IPTV network

the last mile broadband distribution and 

the centralised or ‘core’ backbone

What is covered here:


 key technology platforms for delivery


 the primary core networking technologies

network factors associated with IPTV deployment

1.1 ‘Last Mile’ Broadband Distribution Network Types

Key challenge: Providing enough bandwidth capacity between core backbone and end-users’ premises

Six main technologies exist:

Through a network built with fibre
Via an DSL network

Via a cable TV network

Via a satellite based network

Via a fixed wireless broadband connection

Via the Internet
Different service provider operate each system

1.2 IPTV over a Fibre Access Network

Why fibre? Two reasons:

Increasing demand for bandwidth

Lower operating costs


Network architectures used to implement fibre technologies

Fibre to the regional office (FTTRO): nearest telecom office
Fibre to the neighbourhood (FTTN) or Fibre to the node: to a neighbourhood splitter
Fibre to the curb (FTTC): to the street cabinet
Fibre to the home (FTTH): To the basis of he home or of the apartment blocks
Fibre to the apartment (FTTA): fibre cable from the basement to each apartment
1.2.1 PON Networks

Passive Optical Network: a point to multipoint networking topology using fibre optic cable and optical components

· employing lightwaves of different colours 

· require no electrical components

· comply with international standards (most popular G.983 ITU specification)

A G.983 compliant PON consists of 

· an Optical Line Termination unit (OLT), located at IPTV data center and

· a number of optical network terminals (ONTs) at user premises or at the neighbourhood thus employing other technologies (ADSL) to the end user.

The OLT uses 

· Fibre cable

· Optical Splitters

Role of ONT: To provide IPTV subscribes with an interface to the PON

· Receives traffic in optical format
· Converts it into electrical signal

· Typically powered by a local source (needs power supply in case of power failure)

· Usually have: an Ethernet i/f, an RJ-11 connection to the phone system, a coaxial i/f for TV

· Use of Wavelength Division Multiplexer filters installed at both the data center and the OLT for supporting transmission of multiple channels/wavelengths on one piece of fibre.
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Figure 1.1 IPTV FTTH network using PON technologies

Various flavours of PON:

BPON
EPON

GPON
AON Networks

BPON: Broadband PON

Based on ITU-T G.983 specification

Up to 622 Mbps downstream

Up to 155 Mbps upstream (asymmetrical)

Uses Asynchronous Transfer Mode (ATM) as the bearer protocol, a connection oriented protocol

EPON: Ethernet PON

· Optical based access technology

· Uses Ethernet as its transport mechanism

· EPON supports only Ethernet network traffic

· Latest standards (Sept 2009): symmetric 10 Gb/s EPON (10/10G-EPON; asymmetric 10 Gb/s EPON (10/1-EPON) with backward standards compatibility

GPON: Gigabit PON

Based on ITU-T F.984 specification

It is an upgrade of BPON including:

· Higher transmission rated (2.5 Gbps downstream and 1.5 Gbps upstream up to 20Km

· Supports protocols including Ethernet, ATM and SONET

· Has enhanced security features
Furthermore:
· It allows provision of traditional telecoms services

· It allows introduction of on new services (such as IPTV)

· It can serve as a backbone infrastructure for fibre coaxial and wireless broadcast networks

· ITU-T G.987 is the standard for 10G-PON (2010) 

· Asymmetric 10G-PON is specified as XG-PON1: 10 Gbit/s downstream and 2.5 Gbit/s upstream (nominal line rate of 9.95328 Gbit/s downstream and 2.48832 Gbit/s upstream).

· Symmetric 10G-PON is also proposed as XG-PON2 with 10 Gbit/s upstream, but would require more expensive burst-mode lasers on ONTs to deliver the upstream transmission speed

AON Networks

Active Optical Networks (AON) use electrical components between the IPTV end user and the data center (O-E-O in the middle level)
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1.3 IPTV over an ADSL Network

1.3.0 General 

DLS allows the transformation of the line between Central Office (CO) and the subscriber into a high speed digital line 
Basic DSL technology is limited to customers close to the CO, however other technologies are also available (ADSL2+ and VDSL)

ADSL: Asymmetric Digital Subscriber Line
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Figure: ADSL frequency allocations

Point to point connection technology

Asymmetric: 8Mbps downstream, 1,5 Mbps upstream

Close distance to the exchange (CO)

Provides a digital connection over PSTN
The signal transmitted over the connection is modulated as an analogue signal

[image: image4.emf]
IP over ADSL equipment architecture

Need for an ADSL modem, a POTS splitter and a DSLAM (Digital Subscriber Line Access Multiplier) at the Central Office (CO)
DSLAMs are either Layer 2 DSLAMs (operating at OSI layer 2) or IP-aware DSLAMs (having limited support for level 3 IP networking protocols)

ADSL is not optimal for delivering IPTV due to data rates and interactivity 
Data rates: 8Mbps up to 2 SD channels no HD channel
Interactivity: upload data rate is unsuitable for applications such as peer-to-peer service

ADSL 2

Three different members for the family created to address the increased demand for capacity (such as for IPTV)

ADSL2: (ITU 2003, enhancements, higher downstream data rates and longer reach form CO

ADSL2+: Further enhancements built on ASDL2, offering up to 20Mbps (within 1,5 Km distance), operating within the signal bandwidth of 138 2208KHz)
ADSL-Reach Extended: Known as RE-ADSL2 (standard since 2003) allows IPTV service up to 6Km away from the CO.

VDSL (Very High Speed Digital Subscriber Lines)

Eliminates last mile bottlenecks
Designed to support ATM and IP based traffic over copper

Different members of the family:

VDSL1

Ratified in 2004: upper limit 55Mbps on downstream, 15Mbps on upstream

Has a very short range

Usually installed within Multiple Dwelling Units (MDU – block of flats)

VDSL2: Enhancement to VDSL1 (ITU-T Rec. G.993.2). Two classifications: Long and Short Reach
VDSL2 (Long Reach)

Can provide IPTV subscribers with 30 Mbps at distances 1.2-1.5 Km from the CO
Uses 30 MHz (instead of 12 MHz of VDSL1)

Employs advanced error correction mechanisms

VDSL2 (Short Reach)

Can go up to 100 Mbps up to 350m (operates at 12 times the speed of ADSL
Two approaches on how to implement VDSL2 :

1. At the CO together with ADSL equipment

2. Move VDSL2 equipment closer to IPTV subscriber (street cabinet/underground chambers in new housing estates

MAIN ADVANTAGE of DSL systems:  They use existing infrastructure

TABLE 2 Feature Comparison Between Different Types of DSL Technology Systems

	DSL flavor
	Max

Downstream

Bandwidth

Capacity

(Mbit/s)
	Max Upstream

Bandwidth

Capacity

(Mbit/s)
	Max Distance (Approximate Values and Dependent on Quality of Copper)
	Types of Services Supported

	ADSL
	8
	1
	18,000 ft (5.5 km)
	One standard definition (SD) MPEG-2 compressed video channel, high speed Internet access, and VoIP services.

	ADSL2
	12
	1
	18,000 ft (5.5 km)
	Two SD MPEG-2 compressed video channels or one high definition (HD) channel, high speed Internet access, and VoIP services.

	ADSL2+  
	25
	1
	5000 ft (1.5 km) 
	Five SD MPEG-2 compressed video channels or two HD MPEG-4 compressed channels, high speed Internet access, and VoIP services.

	ADSL-Reach Extended
	25
	1
	20,000 ft (6 km) 
	Five SD MPEG-2 compressed video channels or two HD MPEG-4 compressed channels, high speed Internet access, and VoIP services.

	VDSL1
	55
	15
	Designed for multiple dwelling units (MDUs) and has a range of several hundred metres
	Twelve SD MPEG-2 compressed video channels or five HD MPEG-4 compressed, high speed Internet access, and VoIP services.

	VDSL2 (Long Reach)
	30
	30
	Four and five thousand feet (1.2_1.5 km)
	Seven SD MPEG-2 compressed video channels or three HD MPEG-4 compressed, high speed Internet access, and VoIP services.

	VDSL2 (Short Reach)
	100
	100
	Twelve hundred feet (350 m)
	Twenty five SD MPEG-2 compressed video channels

or 10 HD MPEG-4 compressed, high speed Internet access, and VoIP services.


1.4 IPTV over Next Generation Cable TV Networks

Overview of HFC Technologies
· HFC networks are capable of simultaneously transmitting analogue and digital services. This is extremely important for network operators who are rolling out digital services and IPTV to their subscribers on a phased basis.

· HFC meets the expandable capacity and reliability requirements of an IPTV system. The expandable capacity feature of HFC based systems allows network operators to add services incrementally without major changes to the overall network infrastructure.

· HFC is essentially a “pay as you go” architecture that matches infrastructure investment with new revenue streams, operational savings, and reliability

enhancements.

· The physical characteristics of coaxial and fibre cables support a network

operating at several gigabits per second.
[image: image5.emf]The topology of an end-to-end HFC network 

· The HFC network architecture consists of a fibre based backbone connected via an optical node to a coaxial network. 
· The optical node acts as an interface that connects upstream and downstream signals that traverse the fibre optic network with the coaxial cabling. 
· The coaxial portion of the HFC network uses tree-and-branch topology and is used to connect cable TV subscribers via specialized devices called taps to the HFC network. 
· The digital TV signal is transmitted from the headend in a star-like fashion to the fibre nodes.

· The fibre nodes, in turn, distribute the signals over coaxial cable, amplifiers, and taps throughout the customer serving area.
Deploying IPTV over a Cable TV network

Switching a radio frequency network to an IP based Switched Digital Environment (SDE)
Needs installation of equipment (routers, STB, high speed switches)
Advantages:

· A large amount of network bandwidth is freed up due to the fact that the operator is only required to transmit a single TV channel to a subscribers IP set-top box. This contrasts quite sharply from traditional systems where all channels on the operator’s lineup are broadcasted across the network and unused channels still occupy bandwidth.

· Spare bandwidth allows cable operators to deliver advanced IPTV content and services to their subscribers.

· Cable operators can accurately measure and monitor what video content is

watched by each of its subscribers. This is an important feature for operators

who want to generate revenue through advertising.
Sample deployment of a mixed IP and RF based cable IPTV architecture
[image: image1.emf]
Mixed IP and RF TV network includes a variety of technologies

· GigE routers or switches: Gigabit Ethernet (GigE) is emerging as the

transport protocol of choice for connecting IP networking components. GigE

is typically used by higher capacity applications, such as VoD. The GigE

router aggregates the IPTV traffic and provides interconnectivity to the core access network.

· Optical transport network: The core network provides the network path

between the video servers in the headend and the modulators at the edge of

the network. Synchronous optical network (SONET), ATM, and dense wavelength

division multiplexing (DWDM) are examples of technologies that may

be used in the core network.

· Edge modulators: The modulators located at the regional offices receive the

IPTV content from the core network, convert the video content from IP based

packets to RF, and distribute it via an HFC network to the set-top boxes.

IPTV over DOCSIS

Data over cable Service Interface Specifications (DOCSIS and the corresponding specification EuroDOCSIS were initially designed to deliver high speed Internet traffic over wide area networks. Gradually they are used to deliver IPTV over HFC networks 
IPTV over satellite Based Network
[image: image6.emf]
A fully rounded end-to-end satellite centric IPTV distribution system
1.5 IPTV over Wireless Networks

· Fixed WiMAX

· Mobile WiMAX

· Wireless Municipal Mesh Networks

Fixed WiMAX

WiMAX (Wirldwide Interoperability for Microwave Access) is a high capacity IP broadband wireless technology a close relative to the Wi-Fi family of standards.  It conforms to IEEE 802.16 technical standard.

Operates in licensed (preferred for IPTV) and unlicensed frequencies

[image: image7.emf]
Simplified block diagram of a WiMAX System carrying IPTV traffic

Mobile WiMAX

Standard IEEE 802.16 is used for static environment

Standard IEEE 802.16e is known as Mobile WiMAX.

It operates in several licensed spectrum bands: 2.5, 3.3, and 3.4_3.8 GHz. Mobile WiMAX incorporates a number of key features that are necessary to transport IPTV services and applications:

· The technology supports peak data speeds of around 32_46 Mbps. These types of speeds if deployed correctly allow delivery of compressed IP based high definition content to mobile handsets.

· It utilizes technologies such as OFDMA and optimized handoffs to allow IPTV viewers access multicast broadcast TV channels in geographical areas that are susceptible to the affects of multipath transmission paths.

· It integrates with multimedia subsystem (IMS), which simplifies interworking between IPTV applications and other IP based services such as high speed Internet access and VoIP. Note that IMS is an emerging technology architecture that allows network operators to accelerate and simplify thedeployment of IP based services.

· Mobile WiMAX provides support for advanced quality of services (QoS) mechanisms, which are beneficial to real-time applications such as IPTV.
· Multicasting capabilities are included
Wireless Municipal Mesh Networks

[image: image8.emf]
3G Networking Technologies

Mobile networks based on 3G technologies such as EV-DO and HSDPA are also capable of delivering a range of mobile IPTV applications.

· EV-DO Evolution-Data Optimized (EV-DO) is a wireless radio broadband data standard that boosts maximum data rates up to 4.9 Mbits/s.

· HSDPA High-Speed Downlink Packet Access (HSDPA) supports rates up to approximately 14 Mbps on the downstream path, with higher speeds planned in the future.

1.6 IPTV over the Internet

Available in a number of formats:
· Streamed Internet TV channels

· Internet downloads

· Peer-to-peer video sharing

Streamed Internet TV channels

[image: image9.emf]
In all Internet TV channel deployments a streaming server is required. In addition to playing out video content upon request from an IPTV subscriber, a standard streaming server will also support the following functions:

· Storing and retrieving source video content.

· Controlling the rate at which the IP video packets are delivered to the client viewing device.

· Executing forward and back commands as requested by the Internet TV viewer.

Internet downloads

Some companies provide set top boxes just for video download (for consumers that they do not want to watch them on PCs)

Peer-to-peer video sharing

Using a peer-to-peer video sharing application is quite straightforward and typically involves the download and installation of specializedsoftware.
1.7 IPTV Backbone Technologies

Required to carry large volumes of vide content at high speed between the IPTV data center and the last mile broadband distribution network
Two main technologies 
· ATM and SONET/SDH

· IP and MPLS

· Metro Ethernet

ATM and SONET/SDH

[image: image10.emf]
IPTV core-networking infrastructure.

Asynchronous Transfer Mode (ATM)

SONET: Synchronous Optical Network (known as Synchronous Digital Hierarchy – SDH , outside the US).  It uses TDM (Time Division Multiplexing) can go up to 40 Gbps

IP and MPLS
[image: image11.emf]
MPLS core network topology

Multi Protocol Label Switching-MPLS
· An MPLS platform is designed and built using advanced Label Switch Routers (LSRs). These LSRs are responsible for establishing connection-oriented paths to specific destinations on the IPTV network. These virtual paths are called Label Switched Paths (LSPs) and are configured with enough resources to ensure the smooth transition of IPTV traffic through an MPLS network. 
· The use of LSPs simplifies and speeds up the routing of packets through the network because deep packet inspection only occurs at the ingress to the network and is not required at each router hop.
· While the IPTV traffic traverses across MPLS enabled routers a number of local tables called Label Information Bases (LIBs) are consulted to determine details about the next hop along the route.
Metro Ethernet

[image: image12.emf]
Using EVCs to provide IPTV interconnectivity across the network core

MEF: Metro Ethernet Forum responsible for the establishment of specifications for integrating Ethernet Technologies into high capacity backbone and ore networks

· It meets the various requirements that are typical of a core networking technology, namely, resilience, high performance, and scalability.

· Some of the modern Metro Ethernet networking components can operate at speeds up to 100 Gbps across long geographical distances. This provides service providers with an ideal platform for efficiently delivering new value-added services such as IPTV to geographically dispersed regional offices.

· It implements a sophisticated recovery mechanism in the event of a network link failure thereby, ensuring that services such as IPTV are unaffected by the outage.

· Metro Ethernet technologies support the use of connection orientated virtual circuits that allow IPTV service providers to guarantee the delivery of high quality video content within the network core. These dedicated links are called Ethernet Virtual Connections (EVCs).
Additionally it has low delay and low packet loss features.
1.8 Network Factors Associated with Deploying IPTV
Network dimensioning (important)

Reliability (no single point of failure)

Fast Responsiveness (ie fast channel zapping)

Predictable performance (in case of variable bit streams)

Level of QoS (important should be offered to the subscriber)

1.9 Summary

Fiber is the 1st choice
A number of access technologies exist with ADSL2 and VDSL being the best choice due to speed and scalability

DOCSIS 3.0 is best suited for cable operators

Wireless networks are used to deliver IPTV services

Distributing TV over public Internet

IPTV has strict requirements related to network infrastructure
2 Moving IPTV Around the House

2.1 About Whole Home Media Networking (WHMN)

2.2 WHMN Enabling Technologies

2.3 Fast Ethernet and Gigabit Ethernet (GIGE)

2.4 802.11n

2.5 HomePlug AV

2.6 UPA-DHS

2.7 HomePNATM 3.1

2.8 Multimedia Over Coax Alliance (MOCATM) 

2.9 WHMN Middleware Software Standards 

2.10 QoS and WHMN Applications

2.11 Summary
