
P R A C N I Q U E S  

The Techniques Department is interested in publishing short de- 
scriptions of Techniques which improve the logistics of information 
processing. To quote from the policy statement, Communications of 
the  A C M  I (Jan. 1958), 5: "It is preferable that techniques con- 
tributed be factual and in successful usage, rather than speculative 
or theoretical. One of the major criteria for acceptance and the ques- 
tion one should answer before submitting any material is--Can the  

reader use this tomorrow?" Clear, concise statements of fairly well- 
known but rarely documented methods will contribute significantly 
to raising the general level of professional competence.--C.L.McC. 

CLOSING OUT A PRINT TAPE 
Some computer  operating systems have a bad habi t  of insert ing 

tape marks into the output  s t ream willy-nilly. This often results 
in loss of output  when a tape is scratched after its first file has 
been printed.  Other operating systems, notably those recently 
dis t r ibuted by IBM for use with the 7090, put  tape marks on pr in t  
tapes only on command, so tha t  f requent ly  a pr int  tape is removed 
from the computer  without  any tape mark,  and extraneous 
material  is pr inted.  

There is a simple procedure which eliminates these difficulties. 
Whenever a computer  halt  is imminent ,  

WRITE A TAPE MARK ON THE P R I N T  TAPE 
AND BACKSPACE.  

DONALD P. MOORE 
Computer Concepts, Inc. 
Los Angeles, Calif. 

A NOTE ON A SET OF TEST MATRICES 
FOR INVERSION 

An additional set of test  nmtrices to those presented by M. L. 
Pei [Comm. A C M  5, 10 (Oct., 1962)] and discussed by W. S. La Sor 
[Comm. A C M  6, 3 (Mar. 1963)] but  having one fur ther  proper ty  is: 

{~ if i = j  
Q = q~i= i f i ~ j  

As in Pei 's  matrix,  Q has an easily computed inverse: 

) -d-n -- 2 
, i = j ,  

-1 ~ + n  -- 2 -- ( n - -  1) 

Q-1 = q~ = 

1 

t 
, i ~ j .  

~ - t c n - - 2  -- ( n -  1) 

Using La Sor's argument  it is easily shown tha t :  

and 

M = Xz . . . .  X~_, = 1 - -  t ,  X~ = 1 + n t - -  t ,  

where X~ is an eigenvalue of Q. 
The addit ional proper ty  of Q which makes it useful for certain 

classes of problems (e.g., a montecarlo inversion) is: 

max~ [x~(I-Q)] =< I t ( n -1 ) l ,  

where h i ( I - Q )  is an eigenvalue of the matr ix  I - Q. Indeed,  the 
eigenvalues of I - Q are: 

M ( I - Q )  = x2( I -Q)  . . . .  x~_~(I-Q) = t, ha ( I -Q)  = t ( 1 - n )  

e.g., by varying t appropria te ly  one might  observe how the rate  of 
convergence of a Monte  Carlo inversion changes. 

ROBERT D. RODMAN 
Burroughs Corp. 
Pasadena, Calif. 

PEI MATRIX EIGENVECTORS 
M. L. Pei [Comm. A C M  5, 10 (Oct. 1962)] gave an explicit 

inverse for a matr ix  of the form M d- ~I, where M is an n-square 
matr ix  of ones and ~ is a nonzero parameter .  The eigenvalues of 
the Pei matr ix  were given by W. S. LaSor [Comm. A C M  6, 3 (Mar. 
1963)]. The eigenvectors may be obtained by considering the 
system (M+M)2 = X2, the j t h  equation of which is 

S + ~xi = Xxj, (1) 

where S denotes ~ = 1  xi • On summing the equations for j = 1, 
2, . . .  , n, we obtain nS -4- ~S = XS. From this we conclude tha t  
(a) S = 0 or (b) h = n +  O. 

Corresponding to case (a) we can construct  n - 1 orthogonal 
eigenvectors Vk,  k = 2, 3, . . .  , n, with all components  zero 
except the first and the kth, which are 1, --1 respectively. These 
vectors sat isfy (1) for all j ,  provided X = ~. The eigenvector for 
case (b) is uniquely determined in direction by the requirement 
tha t  it must  be orthogonal to all the ]Fk. In summary therefore,  
we find tha t :  $ is an (n--1)-fold eigenvalue whose corresponding 
eigenvectors have the proper ty  tha t  the algebraic sum of their  
components  is zero. The remaining eigenvalue is n~; the com- 
ponents  of the corresponding eigenvector are all equal. 

A. C. R. NEWBORn* 
The Boeing Company 
Seattle, Wash. 

• Present  address: Universi ty of Alberta,  Calgary, Alt.,  Can- 
ada. 

NOTE ON STOCHASTIC MATRICES 
There are systems which consist of a number of states,  any one 

of which may be reached, in due course, from any other. In addi- 
tion, the pa th  through the system, of anything entering it, can be 
described probabilistically.  

Such systems are sometimes represented by trees, or s tate  dia- 
grams, and often more compactly by t ransi t ion matrices.  If the 
matrix is regular stochastic,  there is the advantage tha t  the fixed 
point can be found, and also an equilibrium condition of the 
system thus described. 

If, however, each s ta te  s~ has associated with it some time h 
so tha t  any element entering s~ remains in tha t  s ta te  for t ime ti, 
the description in the last paragraph becomes less satisfying. In 
fact ,  the above transi t ion matr ix  cannot be used if, for example, 
it  was desired to investigate the behavior of the system from some 
s tar t ing si tuation (vector) for a certain number of units  of time. 
For  now any state  s~ becomes as many states as there are units  of 
t ime in t l ,  with the probabi l i ty  1 of an element remaining in s~ 
during all units  of time except the last one. 

A matr ix  showing all intermediate  s ta tes  can become inor- 
dinately large. However, a simple relation between the large and 
reduced matrices will be shown, which will give one the choice of 
using one or the other  as the need arises. 
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Cons ide r  t he  r X r s tochas t i c  ma t r i x ,  P = (pi/) ,  where  

~ P ~ i  = 1, i = 1, 2, . - -  , r ,  and  Psi >= 0, and  suppose  t h a t  
j= l  
t he re  exis ts  a 1 X r m a t r i x  (vector)  a '  = (al , a2 , . . .  , a , )  such  
t h a t  a ' P  = a ' ,  al + a2 -4- "-- + a~ = 1. 

L e t  us en large  the  m a t r i x  P b y  replac ing  the  d iagonal  e l emen t  
pi~ by  the  nl  X n~ ma t r i x  

I 0100 . . . . . . .  0 
| OOlO . . . . . . .  O 

P,,= / ::::::: 0 
| 0000 . . . . . . .  1 
~p,0O0 . . . . . . .  O 

and  e l e m e n t  P~i by  the  n~ X n~ m a t r i x  

f 00O . . . . . . .  O 
| 0O0 . . . . . . .  0 
[ 000::::::: 0 
| 000 . . . . . . .  0 
~PijO0 . . . . . . .  O 

N o w  se t  n = n, + n2 + n3 + - . -  + n ,  and  deno te  t he  en la rged  
n X n m a t r i x  by  Q, t h a t  is, Q = (Pij) .  N o t e  t h a t  Q is c lea r ly  also 
a s t ochas t i c  mat r ix .  

U n d e r  t he  cond i t ions  s t a t e d  above  the re  exis ts  a 1 X n m a t r i x  
(vec tor )  b ' =  ( b l , b 2 , - . -  ,b,~) such  t h a t  b ' Q =  b ' ,  b~ -4- b2 -4- 
- . . - @ b ~  = 1, and  bt = a f f ( n , a l W n 2 a 2 W . . . - 4 - n ~ a ~ )  where  nl--~- 
• . .  + n i - 1 - 4 - 1  ~_ t ~  n l -4 -  . . .  + n i _ , + n ~ ,  i = 1 ,2 ,  . - .  , r .  

F o r  conven ience  in p r e s e n t a t i o n ,  le t  us i l l u s t r a t e  t he  m e t h o d  
of proof  for  t he  c a s e r  = 3, n~ = 4 ,  n~ = 3, n 3 =  2. The  equa-  
t ions  a ' P  = a '  are:  

a~pn -I- a2p21 @ asp31 = a~ 

a~p~2 + a2p22 + a:~p~2 = a2 

alpla + a2p2a + a3paa = a~ 

and  the  e q u a t i o n s  b ' Q  = b '  are :  

b4pn + bTp2, + bDp~ = b ,  

bl  = b2 

b2 = b~ 

ba = b4 

b~p~ + b~p~ + b~p3~ = ba 

bs  = b6 

ba = b~ 

b~p~ + bTp2~ + bgp~  = bs 

bs = b9 

I t  is c lear  t h a t  b~ = b2 = ba = b4 , b~ = b~ = b~ and  bs = b9 . 
Were  we to  set  b~ = a~, b~ = a2 and  bs = a3 and  make  l ike sub-  

s t i t u t i o n s  for  t he i r  equals ,  t he  vec to r  would  st i l l  be  t r a n s f o r m e d  
in to  i tself .  H ow e ve r ,  t h e  sum of t he  e l emen t s  of t h e  v e c t o r  would  
be l a rge r  t h a n  1. The  co r rec t ion  is m a d e  b y  m u l t i p l y i n g  each  
e l e m e n t  of t he  v e c t o r  b y  t h e  rec iproca l  of t h e  sum,  or  
1 /  ( 4al-4- 3a2-]- 2a~) . 

T h e  foregoing  was  v e r y  useful  d i r ec t ly  and  as a check,  in a 
p rac t i ca l  p r o b l e m  of some i m p o r t a n c e .  I t  is h o p e d  t h a t  i t  m a y  be  
to  o t h e r  users .  The  wr i t e r  would  be i n t e r e s t e d  to l ea rn  w h e t h e r  th i s  
p o i n t  has  been  c lear ly  cove red  anywhere ;  he  has  n o t  been  able  to  
find a n y t h i n g  on i t .  Th i s  is t he  k ind  of t h i n g  t h a t  has  become  
i m p o r t a n t  or  p rac t i ca l  on ly  s ince t h e  d e v e l o p m e n t  of la rge  scale 
c o m p u t i n g  faci l i t ies .  

I nc iden t a l l y ,  m a n y  obse rva t ions  in m a t r i x  t h e o r y  are  or ig ina l ly  
a r r ived  a t  by  o t h e r  m e a n s ;  in th i s  case ,  t h r o u g h  c o m m o n  a lgebra .  

ARNOLD I. DUMEY 
C o n s u l t a n t  
R o s l y n  H e i g h t s ,  N .  Y .  

A S E M I - I T E R A T I V E  P R O C E S S  F O R  

E V A L U A T I N G  A R C T A N G E N T S  

The  t echn ique  of ob t a in ing  a r c t a n g e n t s  b y  inve r se  i n t e r p o l a t i o n  
[1] is a r e l a t ive ly  long process  n o t  su i t ab le  for  a sub rou t ine .  T h e  
Tay l o r  series expans ion  for  a r g u m e n t s  less t h a n  u n i t y  conve rges  
r a t h e r  s lowly for  t hose  nea r  un i ty .  The  m e t h o d  of smal l  incre-  
m e n t s  of t h e  a r g u m e n t  [2] is again  i n c o n v e n i e n t  for  a sub rou t ine .  
A more  r ap id  series expans ion  in t e r m s  of C h e b y s h e v  po lynomia l  
[3] is g iven in t e r m s  of a new a r g u m e n t ,  w h i c h  is less t h a n  0.1989. 
Th i s  m e t h o d  requ i res  t h e  s to rage  of 7r, ~ ¢ / 2 -  1 and  seven  co-  
efficients and  is p e r h a p s  wide ly  used.  H o w e v e r ,  for  mu l t i p l e  
p rec i s ion  n o t  on ly  t h e  coefficients have  to  be  e v a l u a t e d  to  t h e  
prec i s ion  des i red ,  b u t  more  m u s t  be used.  The re fo re  t h e  fo l lowing 
a l t e r n a t i v e  m e t h o d  m a y  p rove  to be c o n v e n i e n t  and  efficient.  

F i r s t ,  t he  a r g u m e n t  will be  dec reased  to  a des i r ed  va lue  b y  an 
i t e r a t i ve  scheme.  W i t h o u t  loss of gene ra l i t y  t he  a r g u m e n t  A m a y  
be t a k e n  in t he  range  0 ~ A ~ 1. Cons ide r  

2A, 
t a n - ' A  = 2 f a n - ' A 1 ,  A = t a n ( 2 t a n  - lAx)  = 1 - A~ (la) 

Thus ,  

A 
A1 1 + ~ / 1 - - ~ - - ~ "  ( lb) l  

If  t he  process  is r e p e a t e d  n t imes ,  

t a n  -1 A = 2 ~ t a n  -1 Am (2) 

A n--I 
A . =  1 + ~ v / 1 - ~ - ~  ' Ao = A. (3) 

Since A ~  =<-A, ,_f f2-~ A o / 2  ~ ~ 1/2% the  a r g u m e n t  is qu ick ly  
reduced .  

A pure  i t e r a t i ve  scheme  as desc r ibed  w i t h  t a n  -1 A~ = A ,  is 
ineff icient  to  ob t a i n  an  answer ,  as for  each  i t e r a t i o n  t h e  squa re  
roo t  rou t ine  m u s t  be e m p l o y e d  and  i t  on ly  conve rges  as 1/2". 
The  nex t  s t ep  is t h e n  to  a p p l y  t r u n c a t e d  T a y l o r ' s  ser ies  ~ to  t h e  
a r c t a n g e n t  of t h e  r educed  a r g u m e n t  A ~ .  T h e  t r u n c a t i o n  e r ro r  can  
be  eas i ly  e s t i m a t e d .  One has  

t a n  -1 A = 2 ~ 
A 2n m-1 

m=1 2~ Z i (4) 

of which the percentage error is less than 

A ~  M 1 

E =  ( 1 1 )  < ( 1 1 ) "  (5) 
(2M + 1) 1 -- ~ - ~ 22M"(2M+1)  1 -- ~ • ~ ,  

F o r  s ingle  p rec i s ion  wi th  p e r c e n t a g e  e r ro r  less  t h a n  10 -9 , s a y ,  

~ol (HX192___.~,2~ ° = 3, M = 5 is sufficient, as E < ~ = 1024. 

F o r  double  p rec i s ion  w i t h  p e r c e n t a g e  e r ro r  less t h a n  10 -17 , say ,  1( 
n = 4, M = 7 is sufficient as E < 25--- ~ i 5  X 767]  ' 10-17 < 2-5L 

This  express ion  is p re fe rab le  to  t he  a l t e r n a t i v e  fo rm 
[ ~ V / ~ - - I ] / A ,  as t he  l a t t e r  m a y  lose some s igni f icant  f igure 
for  smal l  va lues  of A.  

2 " T e l e s c o p e d "  T a y l o r  series can  be used  if so des i r ed  [4], b u t  
a few more  s to rage  spaces  are  r equ i red  t h a n  for  a s imple  t r u n c a t e d  
series.  
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