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The field of distributed computing covers all aspects of computing and information access across multiple processing elements connected by any form of communication network, whether local or wide-area in the coverage. Since the advent of the Internet in the 1970s, there has been a steady growth of new applications requiring distributed processing. This has been enabled by advances in networking and hardware technology, the falling cost of hardware, and greater end-user awareness. These factors have contributed to making distributed computing a cost-effective, high-performance, and fault-tolerant reality. Around the turn of the millenium, there was an explosive growth in the expansion and efficiency of the Internet, which was matched by increased access to networked resources through the World Wide Web, all across the world. Coupled with an equally dramatic growth in the wireless and mobile networking areas, and the plummeting prices of bandwidth and storage devices, we are witnessing a rapid spurt in distributed applications and an accompanying interest in the field of distributed computing in universities, governments organizations, and private institutions.

Advances in hardware technology have suddenly made sensor networking a reality, and embedded and sensor networks are rapidly becoming an integral part of everyone’s life – from the home network with the interconnected gadgets to the automobile communicating by GPS (global positioning system), to the fully networked office with RFID monitoring. In the emerging global village, distributed computing will be the centerpiece of all computing and information access sub-disciplines within computer science. Clearly, this is a very important field. Moreover, this evolving field is characterized by a diverse range of challenges for which the solutions need to have foundations on solid principles.

The field of distributed computing is very important, and there is a huge demand for a good comprehensive book. This book comprehensively covers all important topics in great depth, combining this with a clarity of explanation.
and ease of understanding. The book will be particularly valuable to the academic community and the computer industry at large. Writing such a comprehensive book has been a Herculean task and there is a deep sense of satisfaction in knowing that we were able complete it and perform this service to the community.

**Description, approach, and features**

The book will focus on the fundamental principles and models underlying all aspects of distributed computing. It will address the principles underlying the theory, algorithms, and systems aspects of distributed computing. The manner of presentation of the algorithms is very clear, explaining the main ideas and the intuition with figures and simple explanations rather than getting entangled in intimidating notations and lengthy and hard-to-follow rigorous proofs of the algorithms. The selection of chapter themes is broad and comprehensive, and the book covers all important topics in depth. The selection of algorithms within each chapter has been done carefully to elucidate new and important techniques of algorithm design. Although the book focuses on foundational aspects and algorithms for distributed computing, it thoroughly addresses all practical systems-like problems (e.g., mutual exclusion, deadlock detection, termination detection, failure recovery, authentication, global state and time, etc.) by presenting the theory behind and algorithms for such problems. The book is written keeping in mind the impact of emerging topics such as peer-to-peer computing and network security on the foundational aspects of distributed computing.

Each chapter contains figures, examples, exercises, a summary, and references.

**Readership**

This book is aimed as a textbook for the following:

- Graduate students and Senior level undergraduate students in computer science and computer engineering.
- Graduate students in electrical engineering and mathematics. As wireless networks, peer-to-peer networks, and mobile computing continue to grow in importance, an increasing number of students from electrical engineering departments will also find this book necessary.
- Practitioners, systems designers/programmers, and consultants in industry and research laboratories will find the book a very useful reference because it contains state-of-the-art algorithms and principles to address various design issues in distributed systems, as well as the latest references.
Hard and soft prerequisites for the use of this book include the following:

- An undergraduate course in algorithms is required.
- Undergraduate courses in operating systems and computer networks would be useful.
- A reasonable familiarity with programming.

We have aimed for a very comprehensive book that will act as a single source for distributed computing models and algorithms. The book has both depth and breadth of coverage of topics, and is characterized by clear and easy explanations. None of the existing textbooks on distributed computing provides all of these features.
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Introduction

1.1 Definition

A distributed system is a collection of independent entities that cooperate to solve a problem that cannot be individually solved. Distributed systems have been in existence since the start of the universe. From a school of fish to a flock of birds and entire ecosystems of microorganisms, there is communication among mobile intelligent agents in nature. With the widespread proliferation of the Internet and the emerging global village, the notion of distributed computing systems as a useful and widely deployed tool is becoming a reality. For computing systems, a distributed system has been characterized in one of several ways:

- You know you are using one when the crash of a computer you have never heard of prevents you from doing work [23].
- A collection of computers that do not share common memory or a common physical clock, that communicate by a messages passing over a communication network, and where each computer has its own memory and runs its own operating system. Typically the computers are semi-autonomous and are loosely coupled while they cooperate to address a problem collectively [29].
- A collection of independent computers that appears to the users of the system as a single coherent computer [33].
- A term that describes a wide range of computers, from weakly coupled systems such as wide-area networks, to strongly coupled systems such as local area networks, to very strongly coupled systems such as multiprocessor systems [19].

A distributed system can be characterized as a collection of mostly autonomous processors communicating over a communication network and having the following features:

- **No common physical clock** This is an important assumption because it introduces the element of “distribution” in the system and gives rise to the inherent asynchrony amongst the processors.
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- **No shared memory**  This is a key feature that requires message-passing for communication. This feature implies the absence of the common physical clock.

    It may be noted that a distributed system may still provide the abstraction of a common address space via the distributed shared memory abstraction. Several aspects of shared memory multiprocessor systems have also been studied in the distributed computing literature.

- **Geographical separation**  The geographically wider apart that the processors are, the more representative is the system of a distributed system. However, it is not necessary for the processors to be on a wide-area network (WAN). Recently, the network/cluster of workstations (NOW/COW) configuration connecting processors on a LAN is also being increasingly regarded as a small distributed system. This NOW configuration is becoming popular because of the low-cost high-speed off-the-shelf processors now available. The Google search engine is based on the NOW architecture.

- **Autonomy and heterogeneity**  The processors are “loosely coupled” in that they have different speeds and each can be running a different operating system. They are usually not part of a dedicated system, but cooperate with one another by offering services or solving a problem jointly.

### 1.2 Relation to computer system components

A typical distributed system is shown in Figure 1.1. Each computer has a memory-processing unit and the computers are connected by a communication network. Figure 1.2 shows the relationships of the software components that run on each of the computers and use the local operating system and network protocol stack for functioning. The distributed software is also termed as *middleware*. A *distributed execution* is the execution of processes across the distributed system to collaboratively achieve a common goal. An execution is also sometimes termed a *computation* or a *run*.

The distributed system uses a layered architecture to break down the complexity of system design. The middleware is the distributed software that

---

**Figure 1.1** A distributed system connects processors by a communication network.
1.3 Motivation

The motivation for using a distributed system is some or all of the following requirements:

1. **Inherently distributed computations** In many applications such as money transfer in banking, or reaching consensus among parties that are geographically distant, the computation is inherently distributed.
2. **Resource sharing** Resources such as peripherals, complete data sets in databases, special libraries, as well as data (variable/files) cannot be
fully replicated at all the sites because it is often neither practical nor cost-effective. Further, they cannot be placed at a single site because access to that site might prove to be a bottleneck. Therefore, such resources are typically distributed across the system. For example, distributed databases such as DB2 partition the data sets across several servers, in addition to replicating them at a few sites for rapid access as well as reliability.

3. Access to geographically remote data and resources In many scenarios, the data cannot be replicated at every site participating in the distributed execution because it may be too large or too sensitive to be replicated. For example, payroll data within a multinational corporation is both too large and too sensitive to be replicated at every branch office/site. It is therefore stored at a central server which can be queried by branch offices. Similarly, special resources such as supercomputers exist only in certain locations, and to access such supercomputers, users need to log in remotely.

Advances in the design of resource-constrained mobile devices as well as in the wireless technology with which these devices communicate have given further impetus to the importance of distributed protocols and middleware.

4. Enhanced reliability A distributed system has the inherent potential to provide increased reliability because of the possibility of replicating resources and executions, as well as the reality that geographically distributed resources are not likely to crash/malfunction at the same time under normal circumstances. Reliability entails several aspects:
   - availability, i.e., the resource should be accessible at all times;
   - integrity, i.e., the value/state of the resource should be correct, in the face of concurrent access from multiple processors, as per the semantics expected by the application;
   - fault-tolerance, i.e., the ability to recover from system failures, where such failures may be defined to occur in one of many failure models, which we will study in Chapters 5 and 14.

5. Increased performance/cost ratio By resource sharing and accessing geographically remote data and resources, the performance/cost ratio is increased. Although higher throughput has not necessarily been the main objective behind using a distributed system, nevertheless, any task can be partitioned across the various computers in the distributed system. Such a configuration provides a better performance/cost ratio than using special parallel machines. This is particularly true of the NOW configuration.

In addition to meeting the above requirements, a distributed system also offers the following advantages:

6. Scalability As the processors are usually connected by a wide-area network, adding more processors does not pose a direct bottleneck for the communication network.
7. **Modularity and incremental expandability** Heterogeneous processors may be easily added into the system without affecting the performance, as long as those processors are running the same middleware algorithms. Similarly, existing processors may be easily replaced by other processors.

### 1.4 Relation to parallel multiprocessor/multicomputer systems

The characteristics of a distributed system were identified above. A typical distributed system would look as shown in Figure 1.1. However, how does one classify a system that meets some but not all of the characteristics? Is the system still a distributed system, or does it become a parallel multiprocessor system? To better answer these questions, we first examine the architecture of parallel systems, and then examine some well-known taxonomies for multiprocessor/multicomputer systems.

#### 1.4.1 Characteristics of parallel systems

A parallel system may be broadly classified as belonging to one of three types:

1. A **multiprocessor system** is a parallel system in which the multiple processors have direct access to shared memory which forms a common address space. The architecture is shown in Figure 1.3(a). Such processors usually do not have a common clock.

   A multiprocessor system usually corresponds to a uniform memory access (UMA) architecture in which the access latency, i.e., waiting time, to complete an access to any memory location from any processor is the same. The processors are in very close physical proximity and are connected by an interconnection network. Interprocess communication across processors is traditionally through read and write operations on the shared memory, although the use of message-passing primitives such as those provided by

---

**Figure 1.3** Two standard architectures for parallel systems. (a) Uniform memory access (UMA) multiprocessor system. (b) Non-uniform memory access (NUMA) multiprocessor. In both architectures, the processors may locally cache data from memory.
the MPI, is also possible (using emulation on the shared memory). All the processors usually run the same operating system, and both the hardware and software are very tightly coupled.

The processors are usually of the same type, and are housed within the same box/container with a shared memory. The interconnection network to access the memory may be a bus, although for greater efficiency, it is usually a multistage switch with a symmetric and regular design.

Figure 1.4 shows two popular interconnection networks – the Omega network [4] and the Butterfly network [10], each of which is a multi-stage network formed of $2 \times 2$ switching elements. Each $2 \times 2$ switch allows data on either of the two input wires to be switched to the upper or the lower output wire. In a single step, however, only one data unit can be sent on an output wire. So if the data from both the input wires is to be routed to the same output wire in a single step, there is a collision. Various techniques such as buffering or more elaborate interconnection designs can address collisions.

Each $2 \times 2$ switch is represented as a rectangle in the figure. Furthermore, a $n$-input and $n$-output network uses $\log n$ stages and $\log n$ bits for addressing. Routing in the $2 \times 2$ switch at stage $k$ uses only the $k$th bit, and hence can be done at clock speed in hardware. The multi-stage networks can be constructed recursively, and the interconnection pattern between any two stages can be expressed using an iterative or a recursive generating function. Besides the Omega and Butterfly (banyan) networks, other examples of multistage interconnection networks are the Clos [9] and the shuffle-exchange networks [37]. Each of these has very interesting mathematical properties that allow rich connectivity between the processor bank and memory bank.

**Omega interconnection function**  The Omega network which connects $n$ processors to $n$ memory units has $n/2\log_2 n$ switching elements of size $2 \times 2$ arranged in $\log_2 n$ stages. Between each pair of adjacent stages of the Omega network, a link exists between output $i$ of a stage and the input $j$ to the next stage according to the following perfect shuffle pattern which...
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is a left-rotation operation on the binary representation of \( i \) to get \( j \). The iterative generation function is as follows:

\[
\begin{align*}
    j &= \begin{cases} 
        2i, & \text{for } 0 \leq i \leq n/2 - 1, \\
        2i + 1 - n, & \text{for } n/2 \leq i \leq n - 1. 
    \end{cases}
\end{align*}
\]  

(1.1)

Consider any stage of switches. Informally, the upper (lower) input lines for each switch come in sequential order from the upper (lower) half of the switches in the earlier stage.

With respect to the Omega network in Figure 1.4(a), \( n = 8 \). Hence, for any stage, for the outputs \( i \), where \( 0 \leq i \leq 3 \), the output \( i \) is connected to input \( 2i \) of the next stage. For \( 4 \leq i \leq 7 \), the output \( i \) of any stage is connected to input \( 2i + 1 - n \) of the next stage.

**Omega routing function** The routing function from input line \( i \) to output line \( j \) considers only \( j \) and the stage number \( s \), where \( s \in [0, \log_2 n - 1] \). In a stage \( s \) switch, if the \( s + 1 \)th MSB (most significant bit) of \( j \) is 0, the data is routed to the upper output wire, otherwise it is routed to the lower output wire.

**Butterfly interconnection function** Unlike the Omega network, the generation of the interconnection pattern between a pair of adjacent stages depends not only on \( n \) but also on the stage number \( s \). The recursive expression is as follows. Let there be \( M = n/2 \) switches per stage, and let a switch be denoted by the tuple \( \langle x, s \rangle \), where \( x \in [0, M - 1] \) and stage \( s \in [0, \log_2 n - 1] \).

The two outgoing edges from any switch \( \langle x, s \rangle \) are as follows. There is an edge from switch \( \langle x, s \rangle \) to switch \( \langle y, s + 1 \rangle \) if (i) \( x = y \) or (ii) \( x \oplus y \) has exactly one 1 bit, which is in the \( (s + 1) \)th MSB. For stage \( s \), apply the rule above for \( M/2^s \) switches.

Whether the two incoming connections go to the upper or the lower input port is not important because of the routing function, given below.

**Example** Consider the Butterfly network in Figure 1.4(b), \( n = 8 \) and \( M = 4 \). There are three stages, \( s = 0, 1, 2 \), and the interconnection pattern is defined between \( s = 0 \) and \( s = 1 \) and between \( s = 1 \) and \( s = 2 \). The switch number \( x \) varies from 0 to 3 in each stage, i.e., \( x \) is a 2-bit string. (Note that unlike the Omega network formulation using input and output lines given above, this formulation uses switch numbers. Exercise 1.5 asks you to prove a formulation of the Omega interconnection pattern using switch numbers instead of input and output port numbers.)

Consider the first stage interconnection \( s = 0 \) of a butterfly of size \( M \), and hence having \( \log_2 2M \) stages. For stage \( s = 0 \), as per rule (i), the first output line from switch 00 goes to the input line of switch 00 of stage \( s = 1 \). As per rule (ii), the second output line of switch 00 goes to input line of switch 10 of stage \( s = 1 \). Similarly, \( x = 01 \) has one output line go to an input line of switch 11 in stage \( s = 1 \). The other connections in this stage
can be determined similarly. For stage \( s = 1 \) connecting to stage \( s = 2 \), we apply the rules considering only \( M/2^1 = M/2 \) switches, i.e., we build two butterflies of size \( M/2 \) – the “upper half” and the “lower half” switches. The recursion terminates for \( M/2^s = 1 \), when there is a single switch.

**Butterfly routing function** In a stage \( s \) switch, if the \( s + 1 \)th MSB of \( j \) is 0, the data is routed to the upper output wire, otherwise it is routed to the lower output wire.

Observe that for the Butterfly and the Omega networks, the paths from the different inputs to any one output form a spanning tree. This implies that collisions will occur when data is destined to the same output line. However, the advantage is that data can be combined at the switches if the application semantics (e.g., summation of numbers) are known.

2. A **multicomputer parallel system** is a parallel system in which the multiple processors do **not have direct access to shared memory**. The memory of the multiple processors may or may not form a common address space. Such computers usually do not have a common clock. The architecture is shown in Figure 1.3(b).

The processors are in close physical proximity and are usually very tightly coupled (homogenous hardware and software), and connected by an interconnection network. The processors communicate either via a common address space or via message-passing. A multicomputer system that has a common address space usually corresponds to a non-uniform memory access (NUMA) architecture in which the latency to access various shared memory locations from the different processors varies.

Examples of parallel multicomputers are: the NYU Ultracomputer and the Sequent shared memory machines, the CM* Connection machine and processors configured in regular and symmetrical topologies such as an array or mesh, ring, torus, cube, and hypercube (message-passing machines). The regular and symmetrical topologies have interesting mathematical properties that enable very easy routing and provide many rich features such as alternate routing.

Figure 1.5(a) shows a wrap-around 4 × 4 mesh. For a \( k \times k \) mesh which will contain \( k^2 \) processors, the maximum path length between any two processors is \( 2(k/2 - 1) \). Routing can be done along the Manhattan grid. Figure 1.5(b) shows a four-dimensional hypercube. A \( k \)-dimensional hypercube has \( 2^k \) processor-and-memory units \([13,21]\). Each such unit is a node in the hypercube, and has a unique \( k \)-bit label. Each of the \( k \) dimensions is associated with a bit position in the label. The labels of any two adjacent nodes are identical except for the bit position corresponding to the dimension in which the two nodes differ. Thus, the processors are labelled such that the shortest path between any two processors is the **Hamming distance** (defined as the number of bit positions in which the two equal sized bit strings differ) between the processor labels. This is clearly bounded by \( k \).
1.4 Relation to parallel multiprocessor/multicomputer systems

**Example** Nodes 0101 and 1100 have a Hamming distance of 2. The shortest path between them has length 2.

Routing in the hypercube is done hop-by-hop. At any hop, the message can be sent along any dimension corresponding to the bit position in which the current node’s address and the destination address differ. The 4D hypercube shown in the figure is formed by connecting the corresponding edges of two 3D hypercubes (corresponding to the left and right “cubes” in the figure) along the fourth dimension; the labels of the 4D hypercube are formed by prepending a “0” to the labels of the left 3D hypercube and prepending a “1” to the labels of the right 3D hypercube. This can be extended to construct hypercubes of higher dimensions. Observe that there are multiple routes between any pair of nodes, which provides fault-tolerance as well as a congestion control mechanism. The hypercube and its variant topologies have very interesting mathematical properties with implications for routing and fault-tolerance.

3. *Array processors* belong to a class of parallel computers that are physically co-located, are very tightly coupled, and have a common system clock (but may not share memory and communicate by passing data using messages). Array processors and systolic arrays that perform tightly synchronized processing and data exchange in lock-step for applications such as DSP and image processing belong to this category. These applications usually involve a large number of iterations on the data. This class of parallel systems has a very niche market.

The distinction between UMA multiprocessors on the one hand, and NUMA and message-passing multicomputers on the other, is important because the algorithm design and data and task partitioning among the processors must account for the variable and unpredictable latencies in accessing memory/communication [22]. As compared to UMA systems and array processors, NUMA and message-passing multicomputer systems are less suitable when the degree of granularity of accessing shared data and communication is very fine.

The primary and most efficacious use of parallel systems is for obtaining a higher throughput by dividing the computational workload among the
processors. The tasks that are most amenable to higher speedups on parallel systems are those that can be partitioned into subtasks very nicely, involving much number-crunching and relatively little communication for synchronization. Once the task has been decomposed, the processors perform large vector, array, and matrix computations that are common in scientific applications. Searching through large state spaces can be performed with significant speedup on parallel machines. While such parallel machines were an object of much theoretical and systems research in the 1980s and early 1990s, they have not proved to be economically viable for two related reasons. First, the overall market for the applications that can potentially attain high speedups is relatively small. Second, due to economy of scale and the high processing power offered by relatively inexpensive off-the-shelf networked PCs, specialized parallel machines are not cost-effective to manufacture. They additionally require special compiler and other system support for maximum throughput.

1.4.2 Flynn’s taxonomy

Flynn [14] identified four processing modes, based on whether the processors execute the same or different instruction streams at the same time, and whether or not the processors processed the same (identical) data at the same time. It is instructive to examine this classification to understand the range of options used for configuring systems:

- **Single instruction stream, single data stream (SISD)**
  This mode corresponds to the conventional processing in the von Neumann paradigm with a single CPU, and a single memory unit connected by a system bus.

- **Single instruction stream, multiple data stream (SIMD)**
  This mode corresponds to the processing by multiple homogenous processors which execute in lock-step on different data items. Applications that involve operations on large arrays and matrices, such as scientific applications, can best exploit systems that provide the SIMD mode of operation because the data sets can be partitioned easily.

  Several of the earliest parallel computers, such as Illiac-IV, MPP, CM2, and MasPar MP-1 were SIMD machines. Vector processors, array processors’ and systolic arrays also belong to the SIMD class of processing. Recent SIMD architectures include co-processing units such as the MMX units in Intel processors (e.g., Pentium with the streaming SIMD extensions (SSE) options) and DSP chips such as the Sharc [22].

- **Multiple instruction stream, single data stream (MISD)**
  This mode corresponds to the execution of different operations in parallel on the same data. This is a specialized mode of operation with limited but niche applications, e.g., visualization.
1.4 Relation to parallel multiprocessor/multicomputer systems

Figure 1.6 Flynn’s taxonomy of SIMD, MIMD, and MISD architectures for multiprocessor/multicomputer systems.

(a) SIMD  
(b) MIMD  
(c) MISD

- **Multiple instruction stream, multiple data stream (MIMD)**
  
  In this mode, the various processors execute different code on different data. This is the mode of operation in distributed systems as well as in the vast majority of parallel systems. There is no common clock among the system processors. Sun Ultra servers, multicomputer PCs, and IBM SP machines are examples of machines that execute in MIMD mode.

SIMD, MISD, and MIMD architectures are illustrated in Figure 1.6. MIMD architectures are most general and allow much flexibility in partitioning code and data to be processed among the processors. MIMD architectures also include the classically understood mode of execution in distributed systems.

1.4.3 Coupling, parallelism, concurrency, and granularity

**Coupling**

The degree of coupling among a set of modules, whether hardware or software, is measured in terms of the interdependency and binding and/or homogeneity among the modules. When the degree of coupling is high (low), the modules are said to be tightly (loosely) coupled. SIMD and MISD architectures generally tend to be tightly coupled because of the common clocking of the shared instruction stream or the shared data stream. Here we briefly examine various MIMD architectures in terms of coupling:

- **Tightly coupled multiprocessors (with UMA shared memory).** These may be either switch-based (e.g., NYU Ultracomputer, RP3) or bus-based (e.g., Sequent, Encore).
- **Tightly coupled multiprocessors (with NUMA shared memory or that communicate by message passing).** Examples are the SGI Origin 2000 and the Sun Ultra HPC servers (that communicate via NUMA shared memory), and the hypercube and the torus (that communicate by message passing).
- **Loosely coupled multicomputers (without shared memory) physically co-located.** These may be bus-based (e.g., NOW connected by a LAN or Myrinet card) or using a more general communication network, and the processors may be heterogenous. In such systems, processors neither share
memory nor have a common clock, and hence may be classified as distributed systems – however, the processors are very close to one another, which is characteristic of a parallel system. As the communication latency may be significantly lower than in wide-area distributed systems, the solution approaches to various problems may be different for such systems than for wide-area distributed systems.

- Loosely coupled multicomputers (without shared memory and without common clock) that are physically remote. These correspond to the conventional notion of distributed systems.

**Parallelism or speedup of a program on a specific system**
This is a measure of the relative speedup of a specific program, on a given machine. The speedup depends on the number of processors and the mapping of the code to the processors. It is expressed as the ratio of the time \( T(1) \) with a single processor, to the time \( T(n) \) with \( n \) processors.

**Parallelism within a parallel/distributed program**
This is an aggregate measure of the percentage of time that all the processors are executing CPU instructions productively, as opposed to waiting for communication (either via shared memory or message-passing) operations to complete. The term is traditionally used to characterize parallel programs. If the aggregate measure is a function of only the code, then the parallelism is independent of the architecture. Otherwise, this definition degenerates to the definition of parallelism in the previous section.

**Concurrency of a program**
This is a broader term that means roughly the same as parallelism of a program, but is used in the context of distributed programs. The *parallelism/concurrency* in a parallel/distributed program can be measured by the ratio of the number of local (non-communication and non-shared memory access) operations to the total number of operations, including the communication or shared memory access operations.

**Granularity of a program**
The ratio of the amount of computation to the amount of communication within the parallel/distributed program is termed as *granularity*. If the degree of parallelism is coarse-grained (fine-grained), there are relatively many more (fewer) productive CPU instruction executions, compared to the number of times the processors communicate either via shared memory or message-passing and wait to get synchronized with the other processors. Programs with fine-grained parallelism are best suited for tightly coupled systems. These typically include SIMD and MISD architectures, tightly coupled MIMD multiprocessors (that have shared memory), and loosely coupled multicomputers (without shared memory) that are physically colocated. If programs with fine-grained parallelism were run over loosely coupled multiprocessors
that are physically remote, the latency delays for the frequent communication over the WAN would significantly degrade the overall throughput. As a corollary, it follows that on such loosely coupled multicomputers, programs with a coarse-grained communication/message-passing granularity will incur substantially less overhead.

Figure 1.2 showed the relationships between the local operating system, the middleware implementing the distributed software, and the network protocol stack. Before moving on, we identify various classes of multiprocessor/multicomputer operating systems:

- The operating system running on loosely coupled processors (i.e., heterogeneous and/or geographically distant processors), which are themselves running loosely coupled software (i.e., software that is heterogenous), is classified as a network operating system. In this case, the application cannot run any significant distributed function that is not provided by the application layer of the network protocol stacks on the various processors.
- The operating system running on loosely coupled processors, which are running tightly coupled software (i.e., the middleware software on the processors is homogenous), is classified as a distributed operating system.
- The operating system running on tightly coupled processors, which are themselves running tightly coupled software, is classified as a multiprocessor operating system. Such a parallel system can run sophisticated algorithms contained in the tightly coupled software.

1.5 Message-passing systems versus shared memory systems

Shared memory systems are those in which there is a (common) shared address space throughout the system. Communication among processors takes place via shared data variables, and control variables for synchronization among the processors. Semaphores and monitors that were originally designed for shared memory uniprocessors and multiprocessors are examples of how synchronization can be achieved in shared memory systems. All multicomputer (NUMA as well as message-passing) systems that do not have a shared address space provided by the underlying architecture and hardware necessarily communicate by message passing. Conceptually, programmers find it easier to program using shared memory than by message passing. For this and several other reasons that we examine later, the abstraction called shared memory is sometimes provided to simulate a shared address space. For a distributed system, this abstraction is called distributed shared memory. Implementing this abstraction has a certain cost but it simplifies the task of the application programmer. There also exists a well-known folklore result that communication via message-passing can be simulated by communication via shared memory and vice-versa. Therefore, the two paradigms are equivalent.
1.5.1 Emulating message-passing on a shared memory system \((MP \rightarrow SM)\)

The shared address space can be partitioned into disjoint parts, one part being assigned to each processor. “Send” and “receive” operations can be implemented by writing to and reading from the destination/sender processor’s address space, respectively. Specifically, a separate location can be reserved as the mailbox for each ordered pair of processes. A \(P_i-P_j\) message-passing can be emulated by a write by \(P_i\) to the mailbox and then a read by \(P_j\) from the mailbox. In the simplest case, these mailboxes can be assumed to have unbounded size. The write and read operations need to be controlled using synchronization primitives to inform the receiver/sender after the data has been sent/received.

1.5.2 Emulating shared memory on a message-passing system \((SM \rightarrow MP)\)

This involves the use of “send” and “receive” operations for “write” and “read” operations. Each shared location can be modeled as a separate process; “write” to a shared location is emulated by sending an update message to the corresponding owner process; a “read” to a shared location is emulated by sending a query message to the owner process. As accessing another processor’s memory requires send and receive operations, this emulation is expensive. Although emulating shared memory might seem to be more attractive from a programmer’s perspective, it must be remembered that in a distributed system, it is only an abstraction. Thus, the latencies involved in read and write operations may be high even when using shared memory emulation because the read and write operations are implemented by using network-wide communication under the covers.

An application can of course use a combination of shared memory and message-passing. In a MIMD message-passing multicomputer system, each “processor” may be a tightly coupled multiprocessor system with shared memory. Within the multiprocessor system, the processors communicate via shared memory. Between two computers, the communication is by message passing. As message-passing systems are more common and more suited for wide-area distributed systems, we will consider message-passing systems more extensively than we consider shared memory systems.

1.6 Primitives for distributed communication

1.6.1 Blocking/non-blocking, synchronous/asynchronous primitives

Message send and message receive communication primitives are denoted \(Send()\) and \(Receive()\), respectively. A \(Send\) primitive has at least two parameters – the destination, and the buffer in the user space, containing the data to be sent. Similarly, a \(Receive\) primitive has at least two parameters – the
source from which the data is to be received (this could be a wildcard), and the user buffer into which the data is to be received.

There are two ways of sending data when the Send primitive is invoked – the buffered option and the unbuffered option. The buffered option which is the standard option copies the data from the user buffer to the kernel buffer. The data later gets copied from the kernel buffer onto the network. In the unbuffered option, the data gets copied directly from the user buffer onto the network. For the Receive primitive, the buffered option is usually required because the data may already have arrived when the primitive is invoked, and needs a storage place in the kernel.

The following are some definitions of blocking/non-blocking and synchronous/asynchronous primitives [12]:

- **Synchronous primitives** A Send or a Receive primitive is synchronous if both the Send() and Receive() handshake with each other. The processing for the Send primitive completes only after the invoking processor learns that the other corresponding Receive primitive has also been invoked and that the receive operation has been completed. The processing for the Receive primitive completes when the data to be received is copied into the receiver’s user buffer.

- **Asynchronous primitives** A Send primitive is said to be asynchronous if control returns back to the invoking process after the data item to be sent has been copied out of the user-specified buffer. It does not make sense to define asynchronous Receive primitives.

- **Blocking primitives** A primitive is blocking if control returns to the invoking process after the processing for the primitive (whether in synchronous or asynchronous mode) completes.

- **Non-blocking primitives** A primitive is non-blocking if control returns back to the invoking process immediately after invocation, even though the operation has not completed. For a non-blocking Send, control returns to the process even before the data is copied out of the user buffer. For a non-blocking Receive, control returns to the process even before the data may have arrived from the sender.

For non-blocking primitives, a return parameter on the primitive call returns a system-generated handle which can be later used to check the status of completion of the call. The process can check for the completion of the call in two ways. First, it can keep checking (in a loop or periodically) if the handle has been flagged or posted. Second, it can issue a Wait with a list of handles as parameters. The Wait call usually blocks until one of the parameter handles is posted. Presumably after issuing the primitive in non-blocking mode, the process has done whatever actions it could and now needs to know the status of completion of the call, therefore using a blocking Wait() call is usual programming practice. The code for a non-blocking Send would look as shown in Figure 1.7.
Figure 1.7 A non-blocking send primitive. When the Wait call returns, at least one of its parameters is posted.

\[
\text{Send}(X, \text{destination}, \text{handle}_k) \quad \text{// handle}_k \text{ is a return parameter}
\]

\[
\ldots
\]

\[
\text{Wait}(	ext{handle}_1, \text{handle}_2, \ldots, \text{handle}_k, \ldots, \text{handle}_m) \quad \text{// Wait always blocks}
\]

If at the time that \text{Wait()} is issued, the processing for the primitive (whether synchronous or asynchronous) has completed, the \text{Wait} returns immediately. The completion of the processing of the primitive is detectable by checking the value of \text{handle}_k. If the processing of the primitive has not completed, the \text{Wait} blocks and waits for a signal to wake it up. When the processing for the primitive completes, the communication subsystem software sets the value of \text{handle}_k and wakes up (signals) any process with a \text{Wait} call blocked on this \text{handle}_k. This is called posting the completion of the operation.

There are therefore four versions of the \text{Send} primitive – synchronous blocking, synchronous non-blocking, asynchronous blocking, and asynchronous non-blocking. For the \text{Receive} primitive, there are the blocking synchronous and non-blocking synchronous versions. These versions of the primitives are illustrated in Figure 1.8 using a timing diagram. Here, three time lines are

![Figure 1.8 Blocking/non-blocking and synchronous/asynchronous primitives [12]. Process \( P_i \) is sending and process \( P_j \) is receiving. (a) Blocking synchronous \text{Send} and blocking (synchronous) \text{Receive}. (b) Non-blocking synchronous \text{Send} and nonblocking (synchronous) \text{Receive}. (c) Blocking asynchronous \text{Send}. (d) Non-blocking asynchronous \text{Send}.](image-url)
shown for each process: (1) for the process execution, (2) for the user buffer from/to which data is sent/received, and (3) for the kernel/communication subsystem.

- **Blocking synchronous Send** (See Figure 1.8(a)) The data gets copied from the user buffer to the kernel buffer and is then sent over the network. After the data is copied to the receiver’s system buffer and a Receive call has been issued, an acknowledgement back to the sender causes control to return to the process that invoked the Send operation and completes the Send.

- **non-blocking synchronous Send** (See Figure 1.8(b)) Control returns back to the invoking process as soon as the copy of data from the user buffer to the kernel buffer is initiated. A parameter in the non-blocking call also gets set with the handle of a location that the user process can later check for the completion of the synchronous send operation. The location gets posted after an acknowledgement returns from the receiver, as per the semantics described for (a). The user process can keep checking for the completion of the non-blocking synchronous Send by testing the returned handle, or it can invoke the blocking Wait operation on the returned handle (Figure 1.8(b)).

- **Blocking asynchronous Send** (See Figure 1.8(c)) The user process that invokes the Send is blocked until the data is copied from the user’s buffer to the kernel buffer. (For the unbuffered option, the user process that invokes the Send is blocked until the data is copied from the user’s buffer to the network.)

- **non-blocking asynchronous Send** (See Figure 1.8(d)) The user process that invokes the Send is blocked until the transfer of the data from the user’s buffer to the kernel buffer is initiated. (For the unbuffered option, the user process that invokes the Send is blocked until the transfer of the data from the user’s buffer to the network is initiated.) Control returns to the user process as soon as this transfer is initiated, and a parameter in the non-blocking call also gets set with the handle of a location that the user process can check later using the Wait operation for the completion of the asynchronous Send operation. The asynchronous Send completes when the data has been copied out of the user’s buffer. The checking for the completion may be necessary if the user wants to reuse the buffer from which the data was sent.

- **Blocking Receive** (See Figure 1.8(a)) The Receive call blocks until the data expected arrives and is written in the specified user buffer. Then control is returned to the user process.

- **non-blocking Receive** (See Figure 1.8(b)) The Receive call will cause the kernel to register the call and return the handle of a location that the user process can later check for the completion of the non-blocking Receive operation. This location gets posted by the kernel after the expected data arrives and is copied to the user-specified buffer. The user process can
check for the completion of the non-blocking Receive by invoking the Wait operation on the returned handle. (If the data has already arrived when the call is made, it would be pending in some kernel buffer, and still needs to be copied to the user buffer.)

A synchronous Send is easier to use from a programmer’s perspective because the handshake between the Send and the Receive makes the communication appear instantaneous, thereby simplifying the program logic. The “instantaneity” is, of course, only an illusion, as can be seen from Figure 1.8(a) and (b). In fact, the Receive may not get issued until much after the data arrives at $P_j$, in which case the data arrived would have to be buffered in the system buffer at $P_j$ and not in the user buffer. At the same time, the sender would remain blocked. Thus, a synchronous Send lowers the efficiency within process $P_i$.

The non-blocking asynchronous Send (see Figure 1.8(d)) is useful when a large data item is being sent because it allows the process to perform other instructions in parallel with the completion of the Send. The non-blocking synchronous Send (see Figure 1.8(b)) also avoids the potentially large delays for handshaking, particularly when the receiver has not yet issued the Receive call. The non-blocking Receive (see Figure 1.8(b)) is useful when a large data item is being received and/or when the sender has not yet issued the Send call, because it allows the process to perform other instructions in parallel with the completion of the Receive. Note that if the data has already arrived, it is stored in the kernel buffer, and it may take a while to copy it to the user buffer specified in the Receive call. For non-blocking calls, however, the burden on the programmer increases because he or she has to keep track of the completion of such operations in order to meaningfully reuse (write to or read from) the user buffers. Thus, conceptually, blocking primitives are easier to use.

1.6.2 Processor synchrony

As opposed to the classification of synchronous and asynchronous communication primitives, there is also the classification of synchronous versus asynchronous processors. Processor synchrony indicates that all the processors execute in lock-step with their clocks synchronized. As this synchrony is not attainable in a distributed system, what is more generally indicated is that for a large granularity of code, usually termed as a step, the processors are synchronized. This abstraction is implemented using some form of barrier synchronization to ensure that no processor begins executing the next step of code until all the processors have completed executing the previous steps of code assigned to each of the processors.
1.6.3 Libraries and standards

The previous subsections identified the main principles underlying all communication primitives. In this subsection, we briefly mention some publicly available interfaces that embody some of the above concepts.

There exists a wide range of primitives for message-passing. Many commercial software products (banking, payroll, etc., applications) use proprietary primitive libraries supplied with the software marketed by the vendors (e.g., the IBM CICS software which has a very widely installed customer base worldwide uses its own primitives). The message-passing interface (MPI) library [20, 30] and the PVM (parallel virtual machine) library [31] are used largely by the scientific community, but other alternative libraries exist. Commercial software is often written using the remote procedure calls (RPC) mechanism [1, 6] in which procedures that potentially reside across the network are invoked transparently to the user, in the same manner that a local procedure is invoked [1, 6]. Under the covers, socket primitives or socket-like transport layer primitives are invoked to call the procedure remotely. There exist many implementations of RPC [1, 7, 11] – for example, Sun RPC, and distributed computing environment (DCE) RPC. “Messaging” and “streaming” are two other mechanisms for communication. With the growth of object based software, libraries for remote method invocation (RMI) and remote object invocation (ROI) with their own set of primitives are being proposed and standardized by different agencies [7]. CORBA (common object request broker architecture) [36] and DCOM (distributed component object model) [7] are two other standardized architectures with their own set of primitives. Additionally, several projects in the research stage are designing their own flavour of communication primitives.

1.7 Synchronous versus asynchronous executions

In addition to the two classifications of processor synchrony/asynchrony and of synchronous/asynchronous communication primitives, there is another classification, namely that of synchronous/asynchronous executions.

- An asynchronous execution is an execution in which (i) there is no processor synchrony and there is no bound on the drift rate of processor clocks, (ii) message delays (transmission + propagation times) are finite but unbounded, and (iii) there is no upper bound on the time taken by a process to execute a step. An example asynchronous execution with four processes $P_0$ to $P_3$ is shown in Figure 1.9. The arrows denote the messages; the tail and head of an arrow mark the send and receive event for that message, denoted by a circle and vertical line, respectively. Non-communication events, also termed as internal events, are shown by shaded circles.

- A synchronous execution is an execution in which (i) processors are synchronized and the clock drift rate between any two processors is bounded,
Figure 1.9 An example of an asynchronous execution in a message-passing system. A timing diagram is used to illustrate the execution.

Figure 1.10 An example of a synchronous execution in a message-passing system. All the messages sent in a round are received within that same round.

(ii) message delivery (transmission + delivery) times are such that they occur in one logical step or round, and (iii) there is a known upper bound on the time taken by a process to execute a step. An example of a synchronous execution with four processes $P_0$ to $P_3$ is shown in Figure 1.10. The arrows denote the messages.

It is easier to design and verify algorithms assuming synchronous executions because of the coordinated nature of the executions at all the processes. However, there is a hurdle to having a truly synchronous execution. It is practically difficult to build a completely synchronous system, and have the messages delivered within a bounded time. Therefore, this synchrony has to be simulated under the covers, and will inevitably involve delaying or blocking some processes for some time durations. Thus, synchronous execution is an abstraction that needs to be provided to the programs. When implementing this abstraction, observe that the fewer the steps or “synchronizations” of the processors, the lower the delays and costs. If processors are allowed to have an asynchronous execution for a period of time and then they synchronize, then the granularity of the synchrony is coarse. This is really a virtually synchronous execution, and the abstraction is sometimes termed as virtual synchrony. Ideally, many programs want the processes to execute a series of instructions in rounds (also termed as steps or phases) asynchronously, with the requirement that after each round/step/phase, all the processes should be synchronized and all messages sent should be delivered. This is the commonly understood notion of a synchronous execution. Within each round/phase/step, there may be a finite and bounded number of sequential sub-rounds (or sub-phases or sub-steps) that processes execute. Each sub-round is assumed to
send at most one message per process; hence the message(s) sent will reach in a single message hop.

The timing diagram of an example synchronous execution is shown in Figure 1.10. In this system, there are four nodes $P_0$ to $P_3$. In each round, process $P_i$ sends a message to $P_{(i+1)\mod 4}$ and $P_{(i-1)\mod 4}$ and calculates some application-specific function on the received values.

1.7.1 Emulating an asynchronous system by a synchronous system ($A \rightarrow S$)

An asynchronous program (written for an asynchronous system) can be emulated on a synchronous system fairly trivially as the synchronous system is a special case of an asynchronous system – all communication finishes within the same round in which it is initiated.

1.7.2 Emulating a synchronous system by an asynchronous system ($S \rightarrow A$)

A synchronous program (written for a synchronous system) can be emulated on an asynchronous system using a tool called synchronizer, to be studied in Chapter 5.

1.7.3 Emulations

Section 1.5 showed how a shared memory system could be emulated by a message-passing system, and vice-versa. We now have four broad classes of programs, as shown in Figure 1.11. Using the emulations shown, any class can be emulated by any other. If system $A$ can be emulated by system $B$, denoted $A/B$, and if a problem is not solvable in $B$, then it is also not solvable in $A$. Likewise, if a problem is solvable in $A$, it is also solvable in $B$. Hence, in a sense, all four classes are equivalent in terms of “computability” – what can and cannot be computed – in failure-free systems.
However, in fault-prone systems, as we will see in Chapter 14, this is not the case; a synchronous system offers more computability than an asynchronous system.

1.8 Design issues and challenges

Distributed computing systems have been in widespread existence since the 1970s when the Internet and ARPANET came into being. At the time, the primary issues in the design of the distributed systems included providing access to remote data in the face of failures, file system design, and directory structure design. While these continue to be important issues, many newer issues have surfaced as the widespread proliferation of the high-speed high-bandwidth internet and distributed applications continues rapidly.

Below we describe the important design issues and challenges after categorizing them as (i) having a greater component related to systems design and operating systems design, or (ii) having a greater component related to algorithm design, or (iii) emerging from recent technology advances and/or driven by new applications. There is some overlap between these categories. However, it is useful to identify these categories because of the chasm among the (i) the systems community, (ii) the theoretical algorithms community within distributed computing, and (iii) the forces driving the emerging applications and technology. For example, the current practice of distributed computing follows the client–server architecture to a large degree, whereas that receives scant attention in the theoretical distributed algorithms community. Two reasons for this chasm are as follows. First, an overwhelming number of applications outside the scientific computing community of users of distributed systems are business applications for which simple models are adequate. For example, the client–server model has been firmly entrenched with the legacy applications first developed by the Blue Chip companies (e.g., HP, IBM, Wang, DEC [now Compaq], Microsoft) since the 1970s and 1980s. This model is largely adequate for traditional business applications. Second, the state of the practice is largely controlled by industry standards, which do not necessarily choose the “technically best” solution.

1.8.1 Distributed systems challenges from a system perspective

The following functions must be addressed when designing and building a distributed system:

- **Communication** This task involves designing appropriate mechanisms for communication among the processes in the network. Some example mechanisms are: remote procedure call (RPC), remote object invo-
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cation (ROI), message-oriented communication versus stream-oriented communication.

- **Processes** Some of the issues involved are: management of processes and threads at clients/servers; code migration; and the design of software and mobile agents.

- **Naming** Devising easy to use and robust schemes for names, identifiers, and addresses is essential for locating resources and processes in a transparent and scalable manner. Naming in mobile systems provides additional challenges because naming cannot easily be tied to any static geographical topology.

- **Synchronization** Mechanisms for synchronization or coordination among the processes are essential. Mutual exclusion is the classical example of synchronization, but many other forms of synchronization, such as leader election are also needed. In addition, synchronizing physical clocks, and devising logical clocks that capture the essence of the passage of time, as well as global state recording algorithms, all require different forms of synchronization.

- **Data storage and access** Schemes for data storage, and implicitly for accessing the data in a fast and scalable manner across the network are important for efficiency. Traditional issues such as file system design have to be reconsidered in the setting of a distributed system.

- **Consistency and replication** To avoid bottlenecks, to provide fast access to data, and to provide scalability, replication of data objects is highly desirable. This leads to issues of managing the replicas, and dealing with consistency among the replicas/caches in a distributed setting. A simple example issue is deciding the level of granularity (i.e., size) of data access.

- **Fault tolerance** Fault tolerance requires maintaining correct and efficient operation in spite of any failures of links, nodes, and processes. Process resilience, reliable communication, distributed commit, checkpointing and recovery, agreement and consensus, failure detection, and self-stabilization are some of the mechanisms to provide fault-tolerance.

- **Security** Distributed systems security involves various aspects of cryptography, secure channels, access control, key management – generation and distribution, authorization, and secure group management.

- **Applications Programming Interface (API) and transparency** The API for communication and other specialized services is important for the ease of use and wider adoption of the distributed systems services by non-technical users. Transparency deals with hiding the implementation policies from the user, and can be classified as follows [33]. Access transparency hides differences in data representation on different systems and provides uniform operations to access system resources. Location transparency makes the locations of resources transparent to the users. Migration transparency allows relocating resources without changing names. The ability to relocate the resources as they are being accessed is relocation
transparency. Replication transparency does not let the user become aware of any replication. Concurrency transparency deals with masking the concurrent use of shared resources for the user. Failure transparency refers to the system being reliable and fault-tolerant.

- **Scalability and modularity** The algorithms, data (objects), and services must be as distributed as possible. Various techniques such as replication, caching and cache management, and asynchronous processing help to achieve scalability.

Some of the recent experiments in designing large-scale distributed systems include the Globe project at Vrije University [35], and the Globus project [15]. The Grid infrastructure for large-scale distributed computing is a very ambitious project that has gained significant attention to date [16, 17]. All these projects attempt to provide the above listed functions as efficiently as possible.

### 1.8.2 Algorithmic challenges in distributed computing

The previous section addresses the challenges in designing distributed systems from a system building perspective. In this section, we briefly summarize the key algorithmic challenges in distributed computing.

**Designing useful execution models and frameworks**
The *interleaving* model and *partial order* model are two widely adopted models of distributed system executions. They have proved to be particularly useful for operational reasoning and the design of distributed algorithms. The *input/output automata* model [25] and the TLA (*temporal logic of actions*) are two other examples of models that provide different degrees of infrastructure for reasoning more formally with and proving the correctness of distributed programs.

**Dynamic distributed graph algorithms and distributed routing algorithms**
The distributed system is modeled as a distributed graph, and the graph algorithms form the building blocks for a large number of higher level communication, data dissemination, object location, and object search functions. The algorithms need to deal with dynamically changing graph characteristics, such as to model varying link loads in a routing algorithm. The efficiency of these algorithms impacts not only the user-perceived latency but also the traffic and hence the load or congestion in the network. Hence, the design of efficient distributed graph algorithms is of paramount importance.

**Time and global state in a distributed system**
The processes in the system are spread across three-dimensional physical space. Another dimension, time, has to be superimposed uniformly across
space. The challenges pertain to providing accurate physical time, and to providing a variant of time, called logical time. Logical time is relative time, and eliminates the overheads of providing physical time for applications where physical time is not required. More importantly, logical time can (i) capture the logic and inter-process dependencies within the distributed program, and also (ii) track the relative progress at each process.

Observing the global state of the system (across space) also involves the time dimension for consistent observation. Due to the inherent distributed nature of the system, it is not possible for any one process to directly observe a meaningful global state across all the processes, without using extra state-gathering effort which needs to be done in a coordinated manner.

Deriving appropriate measures of concurrency also involves the time dimension, as judging the independence of different threads of execution depends not only on the program logic but also on execution speeds within the logical threads, and communication speeds among threads.

**Synchronization/coordination mechanisms**

The processes must be allowed to execute concurrently, except when they need to synchronize to exchange information, i.e., communicate about shared data. Synchronization is essential for the distributed processes to overcome the limited observation of the system state from the viewpoint of any one process. Overcoming this limited observation is necessary for taking any actions that would impact other processes. The synchronization mechanisms can also be viewed as resource management and concurrency management mechanisms to streamline the behavior of the processes that would otherwise act independently. Here are some examples of problems requiring synchronization:

- **Physical clock synchronization**  Physical clocks usually diverge in their values due to hardware limitations. Keeping them synchronized is a fundamental challenge to maintain common time.
- **Leader election**  All the processes need to agree on which process will play the role of a distinguished process – called a leader process. A leader is necessary even for many distributed algorithms because there is often some asymmetry – as in initiating some action like a broadcast or collecting the state of the system, or in “regenerating” a token that gets “lost” in the system.
- **Mutual exclusion**  This is clearly a synchronization problem because access to the critical resource(s) has to be coordinated.
- **Deadlock detection and resolution**  Deadlock detection should be coordinated to avoid duplicate work, and deadlock resolution should be coordinated to avoid unnecessary aborts of processes.
• **Termination detection**  This requires cooperation among the processes to detect the specific global state of quiescence.

• **Garbage collection**  Garbage refers to objects that are no longer in use and that are not pointed to by any other process. Detecting garbage requires coordination among the processes.

**Group communication, multicast, and ordered message delivery**
A group is a collection of processes that share a common context and collaborate on a common task within an application domain. Specific algorithms need to be designed to enable efficient group communication and group management wherein processes can join and leave groups dynamically, or even fail. When multiple processes send messages concurrently, different recipients may receive the messages in different orders, possibly violating the semantics of the distributed program. Hence, formal specifications of the semantics of ordered delivery need to be formulated, and then implemented.

**Monitoring distributed events and predicates**
Predicates defined on program variables that are local to different processes are used for specifying conditions on the global system state, and are useful for applications such as debugging, sensing the environment, and in industrial process control. On-line algorithms for monitoring such predicates are hence important. An important paradigm for monitoring distributed events is that of event streaming, wherein streams of relevant events reported from different processes are examined collectively to detect predicates. Typically, the specification of such predicates uses physical or logical time relationships.

**Distributed program design and verification tools**
Methodically designed and verifiably correct programs can greatly reduce the overhead of software design, debugging, and engineering. Designing mechanisms to achieve these design and verification goals is a challenge.

**Debugging distributed programs**
Debugging sequential programs is hard; debugging distributed programs is that much harder because of the concurrency in actions and the ensuing uncertainty due to the large number of possible executions defined by the interleaved concurrent actions. Adequate debugging mechanisms and tools need to be designed to meet this challenge.

**Data replication, consistency models, and caching**
Fast access to data and other resources requires them to be replicated in the distributed system. Managing such replicas in the face of updates introduces the problems of ensuring consistency among the replicas and cached copies. Additionally, placement of the replicas in the systems is also a challenge because resources usually cannot be freely replicated.
World Wide Web design – caching, searching, scheduling
The Web is an example of a widespread distributed system with a direct interface to the end user, wherein the operations are predominantly read-intensive on most objects. The issues of object replication and caching discussed above have to be tailored to the web. Further, prefetching of objects when access patterns and other characteristics of the objects are known, can also be performed. An example of where prefetching can be used is the case of subscribing to Content Distribution Servers. Minimizing response time to minimize user-perceived latencies is an important challenge. Object search and navigation on the web are important functions in the operation of the web, and are very resource-intensive. Designing mechanisms to do this efficiently and accurately is a great challenge.

Distributed shared memory abstraction
A shared memory abstraction simplifies the task of the programmer because he or she has to deal only with read and write operations, and no message communication primitives. However, under the covers in the middleware layer, the abstraction of a shared address space has to be implemented by using message-passing. Hence, in terms of overheads, the shared memory abstraction is not less expensive.

- **Wait-free algorithms** Wait-freedom, which can be informally defined as the ability of a process to complete its execution irrespective of the actions of other processes, gained prominence in the design of algorithms to control access to shared resources in the shared memory abstraction. It corresponds to \(n - 1\)-fault resilience in a \(n\) process system and is an important principle in fault-tolerant system design. While wait-free algorithms are highly desirable, they are also expensive, and designing low overhead wait-free algorithms is a challenge.

- **Mutual exclusion** A first course in operating systems covers the basic algorithms (such as the Bakery algorithm and using semaphores) for mutual exclusion in a multiprocessing (uniprocessor or multiprocessor) shared memory setting. More sophisticated algorithms – such as those based on hardware primitives, fast mutual exclusion, and wait-free algorithms – will be covered in this book.

- **Register constructions** In light of promising and emerging technologies of tomorrow – such as biocomputing and quantum computing – that can alter the present foundations of computer “hardware” design, we need to revisit the assumptions of memory access of current systems that are exclusively based on semiconductor technology and the von Neumann architecture. Specifically, the assumption of single/multiport memory with serial access via the bus in tight synchronization with the system hardware clock may not be a valid assumption in the possibility of “unrestricted” and “overlapping” concurrent access to the same memory location. The
study of register constructions deals with the design of registers from scratch, with very weak assumptions on the accesses allowed to a register. This field forms a foundation for future architectures that allow concurrent access even to primitive units of memory (independent of technology) without any restrictions on the concurrency permitted.

- **Consistency models** For multiple copies of a variable/object, varying degrees of consistency among the replicas can be allowed. These represent a trade-off of coherence versus cost of implementation. Clearly, a strict definition of consistency (such as in a uniprocessor system) would be expensive to implement in terms of high latency, high message overhead, and low concurrency. Hence, relaxed but still meaningful models of consistency are desirable.

**Reliable and fault-tolerant distributed systems**

A reliable and fault-tolerant environment has multiple requirements and aspects, and these can be addressed using various strategies:

- **Consensus algorithms** All algorithms ultimately rely on message-passing, and the recipients take actions based on the contents of the received messages. Consensus algorithms allow correctly functioning processes to reach agreement among themselves in spite of the existence of some malicious (adversarial) processes whose identities are not known to the correctly functioning processes. The goal of the malicious processes is to prevent the correctly functioning processes from reaching agreement. The malicious processes operate by sending messages with misleading information, to confuse the correctly functioning processes.

- **Replication and replica management** Replication (as in having backup servers) is a classical method of providing fault-tolerance. The triple modular redundancy (TMR) technique has long been used in software as well as hardware installations. More sophisticated and efficient mechanisms for replication are the subject of study here.

- **Voting and quorum systems** Providing redundancy in the active (e.g., processes) or passive (e.g., hardware resources) components in the system and then performing voting based on some quorum criterion is a classical way of dealing with fault-tolerance. Designing efficient algorithms for this purpose is the challenge.

- **Distributed databases and distributed commit** For distributed databases, the traditional properties of the transaction (A.C.I.D. – atomicity, consistency, isolation, durability) need to be preserved in the distributed setting. The field of traditional “transaction commit” protocols is a fairly mature area. Transactional properties can also be viewed as having a counterpart for guarantees on message delivery in group communication in the presence of failures. Results developed in one field can be adapted to the other.
• **Self-stabilizing systems** All system executions have associated good (or legal) states and bad (or illegal) states; during correct functioning, the system makes transitions among the good states. Faults, internal or external to the program and system, may cause a bad state to arise in the execution. A *self-stabilizing* algorithm is any algorithm that is guaranteed to eventually take the system to a good state even if a bad state were to arise due to some error. Self-stabilizing algorithms require some in-built redundancy to track additional variables of the state and do extra work. Designing efficient self-stabilizing algorithms is a challenge.

• **Checkpointing and recovery algorithms** Checkpointing involves periodically recording the current state on secondary storage so that, in case of a failure, the entire computation is not lost but can be recovered from one of the recently taken checkpoints. Checkpointing in a distributed environment is difficult because if the checkpoints at the different processes are not coordinated, the local checkpoints may become useless because they are inconsistent with the checkpoints at other processes.

• **Failure detectors** A fundamental limitation of asynchronous distributed systems is that there is no theoretical bound on the message transmission times. Hence, it is impossible to distinguish a sent-but-not-yet-arrived message from a message that was never sent. This implies that it is impossible using message transmission to determine whether some other process across the network is alive or has failed. Failure detectors represent a class of algorithms that probabilistically suspect another process as having failed (such as after timing out after non-receipt of a message for some time), and then converge on a determination of the up/down status of the suspected process.

**Load balancing**
The goal of load balancing is to gain higher throughput, and reduce the user-perceived latency. Load balancing may be necessary because of a variety of factors such as high network traffic or high request rate causing the network connection to be a bottleneck, or high computational load. A common situation where load balancing is used is in server farms, where the objective is to service incoming client requests with the least turnaround time. Several results from traditional operating systems can be used here, although they need to be adapted to the specifics of the distributed environment. The following are some forms of load balancing:

• **Data migration** The ability to move data (which may be replicated) around in the system, based on the access pattern of the users.

• **Computation migration** The ability to relocate processes in order to perform a redistribution of the workload.

• **Distributed scheduling** This achieves a better turnaround time for the users by using idle processing power in the system more efficiently.
Real-time scheduling
Real-time scheduling is important for mission-critical applications, to accomplish the task execution on schedule. The problem becomes more challenging in a distributed system where a global view of the system state is absent. On-line or dynamic changes to the schedule are also harder to make without a global view of the state.

Furthermore, message propagation delays which are network-dependent are hard to control or predict, which makes meeting real-time guarantees that are inherently dependent on communication among the processes harder. Although networks offering quality-of-service guarantees can be used, they alleviate the uncertainty in propagation delays only to a limited extent. Further, such networks may not always be available.

Performance
Although high throughput is not the primary goal of using a distributed system, achieving good performance is important. In large distributed systems, network latency (propagation and transmission times) and access to shared resources can lead to large delays which must be minimized. The user-perceived turn-around time is very important.

The following are some example issues arise in determining the performance:

- **Metrics** Appropriate metrics must be defined or identified for measuring the performance of theoretical distributed algorithms, as well as for implementations of such algorithms. The former would involve various complexity measures on the metrics, whereas the latter would involve various system and statistical metrics.
- **Measurement methods/tools** As a real distributed system is a complex entity and has to deal with all the difficulties that arise in measuring performance over a WAN/the Internet, appropriate methodologies and tools must be developed for measuring the performance metrics.

1.8.3 Applications of distributed computing and newer challenges

Mobile systems
Mobile systems typically use wireless communication which is based on electromagnetic waves and utilizes a shared broadcast medium. Hence, the characteristics of communication are different; many issues such as range of transmission and power of transmission come into play, besides various engineering issues such as battery power conservation, interfacing with the wired Internet, signal processing and interference. From a computer science perspective, there is a rich set of problems such as routing, location management, channel allocation, localization and position estimation, and the overall management of mobility.
There are two popular architectures for a mobile network. The first is the base-station approach, also known as the cellular approach, wherein a cell which is the geographical region within range of a static but powerful base transmission station is associated with that base station. All mobile processes in that cell communicate with the rest of the system via the base station. The second approach is the ad-hoc network approach where there is no base station (which essentially acted as a centralized node for its cell). All responsibility for communication is distributed among the mobile nodes, wherein mobile nodes have to participate in routing by forwarding packets of other pairs of communicating nodes. Clearly, this is a complex model. It poses many graph-theoretical challenges from a computer science perspective, in addition to various engineering challenges.

Sensor networks
A sensor is a processor with an electro-mechanical interface that is capable of sensing physical parameters, such as temperature, velocity, pressure, humidity, and chemicals. Recent developments in cost-effective hardware technology have made it possible to deploy very large (of the order of $10^6$ or higher) low-cost sensors. An important paradigm for monitoring distributed events is that of event streaming, which was defined earlier. The streaming data reported from a sensor network differs from the streaming data reported by “computer processes” in that the events reported by a sensor network are in the environment, external to the computer network and processes. This limits the nature of information about the reported event in a sensor network.

Sensor networks have a wide range of applications. Sensors may be mobile or static; sensors may communicate wirelessly, although they may also communicate across a wire when they are statically installed. Sensors may have to self-configure to form an ad-hoc network, which introduces a whole new set of challenges, such as position estimation and time estimation.

Ubiquitous or pervasive computing
Ubiquitous systems represent a class of computing where the processors embedded in and seamlessly pervading through the environment perform application functions in the background, much like in sci-fi movies. The intelligent home, and the smart workplace are some example of ubiquitous environments currently under intense research and development. Ubiquitous systems are essentially distributed systems; recent advances in technology allow them to leverage wireless communication and sensor and actuator mechanisms. They can be self-organizing and network-centric, while also being resource constrained. Such systems are typically characterized as having many small processors operating collectively in a dynamic ambient network. The processors may be connected to more powerful networks and processing resources in the background for processing and collating data.
Peer-to-peer computing
Peer-to-peer (P2P) computing represents computing over an application layer network wherein all interactions among the processors are at a “peer” level, without any hierarchy among the processors. Thus, all processors are equal and play a symmetric role in the computation. P2P computing arose as a paradigm shift from client–server computing where the roles among the processors are essentially asymmetrical. P2P networks are typically self-organizing, and may or may not have a regular structure to the network. No central directories (such as those used in domain name servers) for name resolution and object lookup are allowed. Some of the key challenges include: object storage mechanisms, efficient object lookup, and retrieval in a scalable manner; dynamic reconfiguration with nodes as well as objects joining and leaving the network randomly; replication strategies to expedite object search; tradeoffs between object size latency and table sizes; anonymity, privacy, and security.

Publish-subscribe, content distribution, and multimedia
With the explosion in the amount of information, there is a greater need to receive and access only information of interest. Such information can be specified using filters. In a dynamic environment where the information constantly fluctuates (varying stock prices is a typical example), there needs to be: (i) an efficient mechanism for distributing this information (publish), (ii) an efficient mechanism to allow end users to indicate interest in receiving specific kinds of information (subscribe), and (iii) an efficient mechanism for aggregating large volumes of published information and filtering it as per the user’s subscription filter.

Content distribution refers to a class of mechanisms, primarily in the web and P2P computing context, whereby specific information which can be broadly characterized by a set of parameters is to be distributed to interested processes. Clearly, there is overlap between content distribution mechanisms and publish–subscribe mechanisms. When the content involves multimedia data, special requirement such as the following arise: multimedia data is usually very large and information-intensive, requires compression, and often requires special synchronization during storage and playback.

Distributed agents
Agents are software processes or robots that can move around the system to do specific tasks for which they are specially programmed. The name “agent” derives from the fact that the agents do work on behalf of some broader objective. Agents collect and process information, and can exchange such information with other agents. Often, the agents cooperate as in an ant colony, but they can also have friendly competition, as in a free market economy. Challenges in distributed agent systems include coordination mechanisms among the agents, controlling the mobility of the agents, and their software design and interfaces. Research in agents is inter-disciplinary:
spanning artificial intelligence, mobile computing, economic market models, software engineering, and distributed computing.

**Distributed data mining**

Data mining algorithms examine large amounts of data to detect patterns and trends in the data, to *mine* or extract useful information. A traditional example is: examining the purchasing patterns of customers in order to profile the customers and enhance the efficacy of directed marketing schemes. The mining can be done by applying database and artificial intelligence techniques to a data repository. In many situations, the data is necessarily distributed and cannot be collected in a single repository, as in banking applications where the data is private and sensitive, or in atmospheric weather prediction where the data sets are far too massive to collect and process at a single repository in real-time. In such cases, efficient distributed data mining algorithms are required.

**Grid computing**

Analogous to the electrical power distribution grid, it is envisaged that the information and computing grid will become a reality some day. Very simply stated, idle CPU cycles of machines connected to the network will be available to others. Many challenges in making grid computing a reality include: scheduling jobs in such a distributed environment, a framework for implementing quality of service and real-time guarantees, and, of course, security of individual machines as well as of jobs being executed in this setting.

**Security in distributed systems**

The traditional challenges of security in a distributed setting include: confidentiality (ensuring that only authorized processes can access certain information), authentication (ensuring the source of received information and the identity of the sending process), and availability (maintaining allowed access to services despite malicious actions). The goal is to meet these challenges with efficient and scalable solutions. These basic challenges have been addressed in traditional distributed settings. For the newer distributed architectures, such as wireless, peer-to-peer, grid, and pervasive computing discussed in this subsection), these challenges become more interesting due to factors such as a resource-constrained environment, a broadcast medium, the lack of structure, and the lack of trust in the network.

1.9 Selection and coverage of topics

This is a long list of topics and difficult to cover in a single textbook. This book covers a broad selection of topics from the above list, in order to present the fundamental principles underlying the various topics. The goal has been
to select topics that will give a good understanding of the field, and of the
techniques used to design solutions.

Some topics that have been omitted are interdisciplinary, across fields
within computer science. An example is load balancing, which is traditionally
covered in detail in a course on parallel processing. As the focus of distributed
systems has shifted away from gaining higher efficiency to providing better
services and fault-tolerance, the importance of load balancing in distributed
computing has diminished. Another example is mobile systems. A mobile
system is a distributed system having certain unique characteristics, and there
are courses devoted specifically to mobile systems.

1.10 Chapter summary

This chapter first characterized distributed systems by looking at various
informal definitions based on functional aspects. It then looked at various
architectures of multiple processor systems, and the requirements that have
traditionally driven distributed systems. The relationship of a distributed sys-
tem to “middleware”, the operating system, and the network protocol stack
provided a different perspective on a distributed system.

The relationship between parallel systems and distributed systems, covering
aspects such as degrees of software and hardware coupling, and the relative
placement of the processors, memory units, and interconnection networks,
was examined in detail. There is some overlap between the fields of parallel
computing and distributed computing, and hence it is important to understand
their relationship clearly. For example, various interconnection networks such
as the Omega network, the Butterfly network, and the hypercube network,
were designed for parallel computing but they are recently finding surprising
applications in the design of application-level overlay networks for distributed
computing. The traditional taxonomy of multiple processor systems by Flynn
[14] was also studied. Important concepts such as the degree of parallelism and
of concurrency, and the degree of coupling were also introduced informally.

The chapter then introduced three fundamental concepts in distributed
computing. The first concept is the paradigm of shared memory communi-
cation versus message-passing communication. The second concept is the
paradigm of synchronous executions and asynchronous executions. For both
these concepts, emulation of one paradigm by another was studied for error-
free systems. The third concept was that of synchronous and asynchronous
send communication primitives, of synchronous receive communicaition prim-
tives, and of blocking and non-blocking send and receive communicaition
primitives.

The chapter then presented design issues and challenges in the field of
distributed computing. The challenges were classified as (i) being important
from a systems design perspective, or (ii) being important from an algorithmic
perspective, or (iii) those that are driven by new applications and emerging technologies. This classification is not orthogonal and is somewhat subjective. The various topics that will be covered in the rest of the book are portrayed on a miniature canvas in the section on the design issues and challenges.

### 1.11 Exercises

**Exercise 1.1** What are the main differences between a parallel system and a distributed system?

**Exercise 1.2** Identify some distributed applications in the scientific and commercial application areas. For each application, determine which of the motivating factors listed in Section 1.3 are important for building the application over a distributed system.

**Exercise 1.3** Draw the Omega and Butterfly networks for \( n = 16 \) inputs and outputs.

**Exercise 1.4** For the Omega and Butterfly networks shown in Figure 1.4, trace the paths from \( P_5 \) to \( M_2 \), and from \( P_6 \) to \( M_1 \).

**Exercise 1.5** Formulate the interconnection function for the Omega network having \( n \) inputs and outputs, only in terms of the \( M = n/2 \) switch numbers in each stage. (Hint: Follow an approach similar to the Butterfly network formulation.)

**Exercise 1.6** In Figure 1.4, observe that the paths from input 000 to output 111 and from input 101 to output 110 have a common edge. Therefore, simultaneous transmission over these paths is not possible; one path blocks another. Hence, the Omega and Butterfly networks are classified as blocking interconnection networks.

Let \( \Pi(n) \) be any permutation on \( \{0, \ldots, n-1\} \), mapping the input domain to the output range. A non-blocking interconnection network allows simultaneous transmission from the inputs to the outputs for any permutation.

Consider the network built as follows. Take the image of a butterfly in a vertical mirror, and append this mirror image to the output of a butterfly. Hence, for \( n \) inputs and outputs, there will be 2\( \log_2 n \) stages. Prove that this network is non-blocking.

**Exercise 1.7** The Baseline Clos network has a interconnection generation function as follows. Let there be \( M = n/2 \) switches per stage, and let a switch be denoted by the tuple \( \langle x, s \rangle \), where \( x \in [0, M-1] \) and stage \( s \in [0, \log_2 n - 1] \).

There is an edge from switch \( \langle x, s \rangle \) to switch \( \langle y, s+1 \rangle \) if (i) \( y \) is the cyclic right-shift of the \( (\log_2 n - s) \) least significant bits of \( x \), (ii) \( y \) is the cyclic right-shift of the \( (\log_2 n - s) \) least significant bits of \( x' \), where \( x' \) is obtained by complementing the LSB of \( x \).

Draw the interconnection diagram for the Clos network having \( n = 16 \) inputs and outputs, i.e., having 8 switches in each of the 4 stages.

**Exercise 1.8** Two interconnection networks are isomorphic if there is a 1:1 mapping \( f \) between the switches such that for any switches \( x \) and \( y \) that are connected to each other in adjacent stages in one network, \( f(x) \) and \( f(y) \) are also connected in the other network.
Show that the Omega, Butterfly, and Clos (Baseline) networks are isomorphic to each other.

**Exercise 1.9** Explain why a *Receive* call cannot be asynchronous.

**Exercise 1.10** What are the three aspects of reliability? Is it possible to order them in different ways in terms of importance, based on different applications’ requirements? Justify your answer by giving examples of different applications.

**Exercise 1.11** Figure 1.11 shows the emulations among the principal system classes in a failure-free system.

1. Which of these emulations are possible in a failure-prone system? Explain.
2. Which of these emulations are not possible in a failure-prone system? Explain.

**Exercise 1.12** Examine the impact of unreliable links and node failures on each of the challenges listed in Section 1.8.2.

### 1.12 Notes on references

The selection of topics and material for this book has been shaped by the authors’ perception of the importance of various subjects, as well as the coverage by the existing textbooks.

There are many books on distributed computing and distributed systems. Attiya and Welch [2] and Lynch [25] provide a formal theoretical treatment of the field. The books by Barbosa [3] and Tel [34] focus on algorithms. The books by Chow and Johnson [8], Coulouris *et al.* [11], Garg [18], Goscinski [19], Mullender [26], Raynal [27], Singhal and Shivaratri [29], and Tanenbaum and van Steen [33] provide a blend of theoretical and systems issues.

Much of the material in this introductory chapter is based on well understood concepts and paradigms in the distributed systems community, and is difficult to attribute to any particular source.

A recent overview of the challenges in middleware design from systems’ perspective is given in the special issue by Lea *et al.* [24]. An overview of the common object request broker model (CORBA) of the Object Management Group (OMG) is given by Vinoski [36]. The distributed component object model (DCOM) from Microsoft, Sun’s Java remote method invocation (RMI), and CORBA are analyzed in perspective by Campbell *et al.* [7]. A detailed treatment of CORBA, RMI, and RPC is given by Coulouris *et al.* [11]. The Open Foundations’s distributed computing environment (DCE) is described in [28, 33]; DCE is not likely to be enjoy a continuing support base. Descriptions of the Message Passing Interface can be found in Snir *et al.* [30] and Gropp *et al.* [20]. The Parallel Virtual Machine (PVM) framework for parallel distributed programming is described by Sunderam [31].

The discussion of parallel processing, and of the UMA and NUMA parallel architectures, is based on Kumar *et al.* [22]. The properties of the hypercube architecture are surveyed by Feng [13] and Harary *et al.* [21]. The multi-stage interconnection architectures – the Omega (Benes) [4], the Butterfly [10], and Clos [9] – were proposed in the papers indicated. A good overview of multistage interconnection networks is given by Wu and Feng [37]. Flynn’s taxonomy of multiprocessors is based on [14]. The discussion on blocking/non-blocking primitives as well as synchronous and asynchronous primitives is extended from Cypher and Leu [12]. The section on design issues and challenges is based on the vast research literature in the area.
The Globe architecture is described by van Steen et al. [35]. The Globus architecture is described by Foster and Kesselman [15]. The grid infrastructure and the distributed computing vision for the twenty-first century is described by Foster and Kesselman [16] and by Foster [17]. The World Wide Web is an excellent example of a distributed system that has largely evolved of its own; Tim Berners-Lee is credited with seeding the WWW project; its early description is given by Berners-Lee et al. [5].
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A distributed system consists of a set of processors that are connected by a
communication network. The communication network provides the facility of
information exchange among processors. The communication delay is finite
but unpredictable. The processors do not share a common global memory and
communicate solely by passing messages over the communication network.
There is no physical global clock in the system to which processes have
instantaneous access. The communication medium may deliver messages out
of order, messages may be lost, garbled, or duplicated due to timeout and
retransmission, processors may fail, and communication links may go down.
The system can be modeled as a directed graph in which vertices represent
the processes and edges represent unidirectional communication channels.

A distributed application runs as a collection of processes on a distributed
system. This chapter presents a model of a distributed computation and intro-
duces several terms, concepts, and notations that will be used in the subsequent
chapters.

2.1 A distributed program

A distributed program is composed of a set of \( n \) asynchronous processes
\( p_1, p_2, \ldots, p_i, \ldots, p_n \) that communicate by message passing over the
communication network. Without loss of generality, we assume that each
process is running on a different processor. The processes do not share a
global memory and communicate solely by passing messages. Let \( C_{ij} \) denote
the channel from process \( p_i \) to process \( p_j \) and let \( m_{ij} \) denote a message sent
by \( p_i \) to \( p_j \). The communication delay is finite and unpredictable. Also, these
processes do not share a global clock that is instantaneously accessible to
these processes. Process execution and message transfer are asynchronous – a
process may execute an action spontaneously and a process sending a message
does not wait for the delivery of the message to be complete.
The global state of a distributed computation is composed of the states of the processes and the communication channels [2]. The state of a process is characterized by the state of its local memory and depends upon the context. The state of a channel is characterized by the set of messages in transit in the channel.

2.2 A model of distributed executions

The execution of a process consists of a sequential execution of its actions. The actions are atomic and the actions of a process are modeled as three types of events, namely, internal events, message send events, and message receive events. Let \( e^i \) denote the \( x \)th event at process \( p_i \). Subscripts and/or superscripts will be dropped when they are irrelevant or are clear from the context. For a message \( m \), let \( \text{send}(m) \) and \( \text{rec}(m) \) denote its send and receive events, respectively.

The occurrence of events changes the states of respective processes and channels, thus causing transitions in the global system state. An internal event changes the state of the process at which it occurs. A send event (or a receive event) changes the state of the process that sends (or receives) the message and the state of the channel on which the message is sent (or received). An internal event only affects the process at which it occurs.

The events at a process are linearly ordered by their order of occurrence. The execution of process \( p_i \) produces a sequence of events \( e^i_1, e^i_2, \ldots, e^i_x, e^i_{x+1}, \ldots \) and is denoted by \( \mathcal{H}_i \):

\[
\mathcal{H}_i = (h_i, \rightarrow_i),
\]

where \( h_i \) is the set of events produced by \( p_i \) and binary relation \( \rightarrow_i \) defines a linear order on these events. Relation \( \rightarrow_i \) expresses causal dependencies among the events of \( p_i \).

The send and the receive events signify the flow of information between processes and establish causal dependency from the sender process to the receiver process. A relation \( \rightarrow_{msg} \) that captures the causal dependency due to message exchange, is defined as follows. For every message \( m \) that is exchanged between two processes, we have

\[
\text{send}(m) \rightarrow_{msg} \text{rec}(m).
\]

Relation \( \rightarrow_{msg} \) defines causal dependencies between the pairs of corresponding send and receive events.

The evolution of a distributed execution is depicted by a space–time diagram. Figure 2.1 shows the space–time diagram of a distributed execution involving three processes. A horizontal line represents the progress of the
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Figure 2.1 The space–time diagram of a distributed execution.

process; a dot indicates an event; a slant arrow indicates a message transfer. Generally, the execution of an event takes a finite amount of time; however, since we assume that an event execution is atomic (hence, indivisible and instantaneous), it is justified to denote it as a dot on a process line. In this figure, for process $p_1$, the second event is a message send event, the third event is an internal event, and the fourth event is a message receive event.

Causal precedence relation

The execution of a distributed application results in a set of distributed events produced by the processes. Let $H = \bigcup h_i$ denote the set of events executed in a distributed computation. Next, we define a binary relation on the set $H$, denoted as $\rightarrow$, that expresses causal dependencies between events in the distributed execution.

$$\forall e_i^x, \forall e_j^y \in H, \quad e_i^x \rightarrow e_j^y \iff \begin{cases} e_i^x \rightarrow_i e_j^y \text{ i.e., } (i = j) \land (x < y) \\ \text{or} \\ e_i^x \rightarrow_{msg} e_j^y \\ \text{or} \\ \exists e_k^z \in H: e_i^x \rightarrow e_k^z \land e_k^z \rightarrow e_j^y \end{cases}$$

The causal precedence relation induces an irreflexive partial order on the events of a distributed computation [6] that is denoted as $\mathcal{H} = (H, \rightarrow)$.

Note that the relation $\rightarrow$ is Lamport’s “happens before” relation [4]. For any two events $e_i$ and $e_j$, if $e_i \rightarrow e_j$, then event $e_j$ is directly or transitively dependent on event $e_i$; graphically, it means that there exists a path consisting of message arrows and process-line segments (along increasing time) in the space–time diagram that starts at $e_i$ and ends at $e_j$. For example, in Figure 2.1, $e_1^1 \rightarrow e_3^3$ and $e_3^3 \rightarrow e_2^6$. Note that relation $\rightarrow$ denotes flow of information in a distributed computation and $e_i \rightarrow e_j$ dictates that all the information available

---

1 In Lamport’s “happens before” relation, an event $e_i$ happens before an event $e_j$, denoted by $e_i \rightarrow e_j$, if (a) $e_i$ occurs before $e_j$ on the same process, or (b) $e_i$ is the send event of a message and $e_j$ is the receive event of that message, or (c) $\exists e' \mid e_i$ happens before $e'$ and $e'$ happens before $e_j$. 
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at $e_i$ is potentially accessible at $e_j$. For example, in Figure 2.1, event $e_2$ has the knowledge of all other events shown in the figure.

For any two events $e_i$ and $e_j$, $e_i \not\rightarrow e_j$ denotes the fact that event $e_j$ does not directly or transitively dependent on event $e_i$. That is, event $e_i$ does not causally affect event $e_j$. Event $e_j$ is not aware of the execution of $e_i$ or any event executed after $e_i$ on the same process. For example, in Figure 2.1, $e_3 \not\rightarrow e_3$ and $e_2 \not\rightarrow e_1$. Note the following two rules:

• for any two events $e_i$ and $e_j$, $e_i \not\rightarrow e_j \not\Rightarrow e_j \not\rightarrow e_i$
• for any two events $e_i$ and $e_j$, $e_i \rightarrow e_j \Rightarrow e_j \not\rightarrow e_i$

For any two events $e_i$ and $e_j$, if $e_i \not\rightarrow e_j$ and $e_j \not\rightarrow e_i$, then events $e_i$ and $e_j$ are said to be concurrent and the relation is denoted as $e_i \parallel e_j$. In the execution of Figure 2.1, $e_3 \parallel e_3$ and $e_2 \parallel e_1$. Note that relation $\parallel$ is not transitive; that is, $(e_i \parallel e_j) \land (e_j \parallel e_k) \not\Rightarrow e_i \parallel e_k$. For example, in Figure 2.1, $e_3 \parallel e_4$ and $e_4 \parallel e_5$, however, $e_3 \parallel e_5$.

Note that for any two events $e_i$ and $e_j$ in a distributed execution, $e_i \rightarrow e_j$ or $e_j \rightarrow e_i$, or $e_i \parallel e_j$.

Logical vs. physical concurrency

In a distributed computation, two events are logically concurrent if and only if they do not causally affect each other. Physical concurrency, on the other hand, has a connotation that the events occur at the same instant in physical time. Note that two or more events may be logically concurrent even though they do not occur at the same instant in physical time. For example, in Figure 2.1, events in the set {$e_1, e_2, e_3$} are logically concurrent, but they occurred at different instants in physical time. However, note that if processor speed and message delays had been different, the execution of these events could have very well coincided in physical time. Whether a set of logically concurrent events coincide in the physical time or in what order in the physical time they occur does not change the outcome of the computation.

Therefore, even though a set of logically concurrent events may not have occurred at the same instant in physical time, for all practical and theoretical purposes, we can assume that these events occurred at the same instant in physical time.

2.3 Models of communication networks

There are several models of the service provided by communication networks, namely, FIFO (first-in, first-out), non-FIFO, and causal ordering. In the FIFO model, each channel acts as a first-in first-out message queue and thus, message ordering is preserved by a channel. In the non-FIFO model, a channel acts like a set in which the sender process adds messages and the receiver process removes messages from it in a random order. The “causal ordering”
2.4 Global state of a distributed system

The global state of a distributed system is a collection of the local states of its components, namely, the processes and the communication channels \([2, 3]\). The state of a process at any time is defined by the contents of processor registers, stacks, local memory, etc. and depends on the local context of the distributed application. The state of a channel is given by the set of messages in transit in the channel.

The occurrence of events changes the states of respective processes and channels, thus causing transitions in global system state. For example, an internal event changes the state of the process at which it occurs. A send event (or a receive event) changes the state of the process that sends (or receives) the message and the state of the channel on which the message is sent (or received).

Let \(LS^x_i\) denote the state of process \(p_i\) after the occurrence of event \(e^x_i\) and before the event \(e^{x+1}_i\). \(LS^0_i\) denotes the initial state of process \(p_i\). \(LS^x_i\) is a result of the execution of all the events executed by process \(p_i\) till \(e^x_i\). Let \(send(m) \leq LS^x_i\) denote the fact that \(\exists y: 1 \leq y \leq x :: e^y_i = send(m)\). Likewise, let \(rec(m) \not\leq LS^x_i\) denote the fact that \(\forall y: 1 \leq y \leq x :: e^y_i \not= rec(m)\).

The state of a channel is difficult to state formally because a channel is a distributed entity and its state depends upon the states of the processes it connects. Let \(SC^{x:y}_{ij}\) denote the state of a channel \(C_{ij}\) defined as follows:

\[
SC^{x:y}_{ij} = \{m_{ij} | send(m_{ij}) \leq LS^x_i \land rec(m_{ij}) \not\leq LS^y_j\}.
\]
Thus, channel state $SC_{ij}^{\gamma}$ denotes all messages that $p_i$ sent up to event $e_i^\gamma$ and which process $p_j$ had not received until event $e_j^\gamma$.

### 2.4.1 Global state

The global state of a distributed system is a collection of the local states of the processes and the channels. Notationally, the global state $GS$ is defined as

$$GS = \{ \bigcup_i LS_i^\alpha, \bigcup_{j,k} SC_{jk}^{\alpha,\gamma} \}.$$

For a global snapshot to be meaningful, the states of all the components of the distributed system must be recorded at the same instant. This will be possible if the local clocks at processes were perfectly synchronized or there was a global system clock that could be instantaneously read by the processes. However, both are impossible.

However, it turns out that even if the state of all the components in a distributed system has not been recorded at the same instant, such a state will be meaningful provided every message that is recorded as received is also recorded as sent. Basic idea is that an effect should not be present without its cause. A message cannot be received if it was not sent; that is, the state should not violate causality. Such states are called consistent global states and are meaningful global states. Inconsistent global states are not meaningful in the sense that a distributed system can never be in an inconsistent state.

A global state $GS = \{ \bigcup_i LS_i^\alpha, \bigcup_{j,k} SC_{jk}^{\alpha,\gamma} \}$ is a consistent global state iff it satisfies the following condition:

$$\forall m_{ij} : send(m_{ij}) \not\in LS_i^\alpha \Rightarrow m_{ij} \not\in SC_{ij}^{\alpha,\gamma} \land rec(m_{ij}) \not\in LS_j^{\gamma}$$

That is, channel state $SC_{ik}^{\alpha,\gamma}$ and process state $LS_k^\alpha$ must not include any message that process $p_i$ sent after executing event $e_i^\alpha$. A more rigorous definition of the consistency of a global state is given in Chapter 4.

In the distributed execution of Figure 2.2, a global state $GS_1$ consisting of local states $\{LS_1^1, LS_2^2, LS_3^3, LS_4^4\}$ is inconsistent because the state of $p_2$ has recorded the receipt of message $m_{12}$, however, the state of $p_1$ has not recorded its send. On the contrary, a global state $GS_2$ consisting of local

![Figure 2.2](image-url) The space–time diagram of a distributed execution.
states \(\{LS_1^2, LS_1^3, LS_2^1, LS_2^2\}\) is consistent; all the channels are empty except \(C_{21}\) that contains message \(m_{21}\).

A global state \(GS = \bigcup_i LS_i^1, \bigcup_{j,k} SC_{jk}^{t_i,t_k}\) is transitless iff

\[
\forall i, \forall j : 1 \leq i, j \leq n :: SC_{ij}^{t_i,t_k} = \phi.
\]

Thus, all channels are recorded as empty in a transitless global state. A global state is strongly consistent iff it is transitless as well as consistent. Note that in Figure 2.2, the global state consisting of local states \(\{LS_1^2, LS_2^3, LS_1^4, LS_2^2\}\) is strongly consistent.

Recording the global state of a distributed system is an important paradigm when one is interested in analyzing, monitoring, testing, or verifying properties of distributed applications, systems, and algorithms. Design of efficient methods for recording the global state of a distributed system is an important problem.

### 2.5 Cuts of a distributed computation

In the space–time diagram of a distributed computation, a zigzag line joining one arbitrary point on each process line is termed a cut in the computation. Such a line slices the space–time diagram, and thus the set of events in the distributed computation, into a PAST and a FUTURE. The PAST contains all the events to the left of the cut and the FUTURE contains all the events to the right of the cut. For a cut \(C\), let \(PAST(C)\) and \(FUTURE(C)\) denote the set of events in the PAST and FUTURE of \(C\), respectively. Every cut corresponds to a global state and every global state can be graphically represented as a cut in the computation’s space–time diagram [6].

**Definition 2.1** If \(e_{i}^{MaxPAST(C)}\) denotes the latest event at process \(p_i\) that is in the PAST of a cut \(C\), then the global state represented by the cut is \(\{\bigcup_i LS_i^{MaxPAST(C)}, \bigcup_{j,k} SC_{jk}^{t_i,t_k}\}\) where \(SC_{jk}^{t_i,t_k} = \{m | send(m) \in PAST(C) \land rec(m) \in FUTURE(C)\}\).

A consistent global state corresponds to a cut in which every message received in the PAST of the cut was sent in the PAST of that cut. Such a cut is known as a consistent cut. All messages that cross the cut from the PAST to the FUTURE are in transit in the corresponding consistent global state. A cut is inconsistent if a message crosses the cut from the FUTURE to the PAST. For example, the space–time diagram of Figure 2.3 shows two cuts, \(C_1\) and \(C_2\). \(C_1\) is an inconsistent cut, whereas \(C_2\) is a consistent cut. Note that these two cuts respectively correspond to the two global states \(GS_1\) and \(GS_2\), identified in the previous subsection.
Cuts in a space–time diagram provide a powerful graphical aid in representing and reasoning about global states of a computation.

### 2.6 Past and future cones of an event

In a distributed computation, an event $e_j$ could have been affected only by all events $e_i$ such that $e_i \rightarrow e_j$ and all the information available at $e_i$ could be made accessible at $e_j$. All such events $e_i$ belong to the past of $e_j$ [6].

Let $\text{Past}(e_j)$ denote all events in the past of $e_j$ in a computation $(H, \rightarrow)$. Then,

$$\text{Past}(e_j) = \{e_i | \forall e_i \in H, e_i \rightarrow e_j\}.$$ 

Figure 2.4 shows the past of an event $e_j$. Let $\text{Past}_i(e_j)$ be the set of all those events of $\text{Past}(e_j)$ that are on process $p_i$. Clearly, $\text{Past}_i(e_j)$ is a totally ordered set, ordered by the relation $\rightarrow_i$, whose maximal element is denoted by $\text{max}(\text{Past}_i(e_j))$. Obviously, $\text{max}(\text{Past}_i(e_j))$ is the latest event at process $p_i$ that affected event $e_j$ (see Figure 2.4). Note that $\text{max}(\text{Past}_i(e_j))$ is always a message send event.

Let $\text{Max\_Past}(e_j) = \bigcup_{(p_i)} \{\text{max}(\text{Past}_i(e_j))\}$. $\text{Max\_Past}(e_j)$ consists of the latest event at every process that affected event $e_j$ and is referred to as the
surface of the past cone of \( e_j \) [6]. Note that \( \text{Max}_\text{Past}(e_j) \) is a consistent cut [7]. \( \text{Past}(e_j) \) represents all events on the past light cone that affect \( e_j \).

Similar to the past is defined the future of an event. The future of an event \( e_j \), denoted by \( \text{Future}(e_j) \), contains all events \( e_i \) that are causally affected by \( e_j \) (see Figure 2.4). In a computation \( (H, \rightarrow) \), \( \text{Future}(e_j) \) is defined as:

\[
\text{Future}(e_j) = \{ e_i | \forall e_i \in H, e_j \rightarrow e_i \}.
\]

Likewise, we can define \( \text{Future}_i(e_j) \) as the set of those events of \( \text{Future}(e_j) \) that are on process \( p_i \) and \( \text{min}(\text{Future}_i(e_j)) \) as the first event on process \( p_i \) that is affected by \( e_j \). Note that \( \text{min}(\text{Future}_i(e_j)) \) is always a message receive event. Likewise, \( \text{Min}_\text{Past}(e_j) \), defined as \( \bigcup_{(\forall i)} \{ \text{min}(\text{Future}_i(e_j)) \} \), consists of the first event at every process that is causally affected by event \( e_j \) and is referred to as the surface of the future cone of \( e_j \) [6]. It denotes a consistent cut in the computation [7]. \( \text{Future}(e_j) \) represents all events on the future light cone that are affected by \( e_j \).

It is obvious that all events at a process \( p_i \) that occurred after \( \text{max}(\text{Past}(e_j)) \) but before \( \text{min}(\text{Future}_i(e_j)) \) are concurrent with \( e_j \). Therefore, all and only those events of computation \( H \) that belong to the set “\( H - \text{Past}(e_j) - \text{Future}(e_j) \)” are concurrent with event \( e_j \).

### 2.7 Models of process communications

There are two basic models of process communications [8] – synchronous and asynchronous. The synchronous communication model is a blocking type where on a message send, the sender process blocks until the message has been received by the receiver process. The sender process resumes execution only after it learns that the receiver process has accepted the message. Thus, the sender and the receiver processes must synchronize to exchange a message. On the other hand, asynchronous communication model is a non-blocking type where the sender and the receiver do not synchronize to exchange a message. After having sent a message, the sender process does not wait for the message to be delivered to the receiver process. The message is buffered by the system and is delivered to the receiver process when it is ready to accept the message. A buffer overflow may occur if a process sends a large number of messages in a burst to another process.

Neither of the communication models is superior to the other. Asynchronous communication provides higher parallelism because the sender process can execute while the message is in transit to the receiver. However, an implementation of asynchronous communication requires more complex buffer management. In addition, due to higher degree of parallelism and non-determinism, it is much more difficult to design, verify, and implement distributed algorithms for asynchronous communications. The state space of such algorithms are likely to be much larger. Synchronous communication is simpler to handle.
and implement. However, due to frequent blocking, it is likely to have poor performance and is likely to be more prone to deadlocks.

### 2.8 Chapter summary

In a distributed system, a set of processes communicate by exchanging messages over a communication network. A distributed computation is spread over geographically distributed processes. The processes do not share a common global memory or a physical global clock, to which processes have instantaneous access.

The execution of a process consists of a sequential execution of its actions (e.g., internal events, message *send* events, and message *receive* events.) The events at a process are linearly ordered by their order of occurrence. Message exchanges between processes signify the flow of information between processes and establish causal dependencies between processes. The causal precedence relation between processes is captured by Lamport’s “happens before” relation.

The global state of a distributed system is a collection of the states of its processes and the state of communication channels connecting the processes. A cut in a distributed computation is a zigzag line joining one arbitrary point on each process line. A cut represents a global state in the distributed computation. The past of an event consists of all events that causally affect it and the future of an event consists of all events that are causally affected by it.

### 2.9 Exercises

**Exercise 2.1** Prove that in a distributed computation, for an event, the surface of the past cone (i.e., all the events on the surface) form a consistent cut. Does it mean that all events on the surface of the past cone are always concurrent? Give an example to make your case.

**Exercise 2.2** Show that all events on the surface of the past cone of an event are message *send* events. Likewise, show that all events on the surface of the future cone of an event are message *receive* events.

### 2.10 Notes on references

Lamport in his landmark paper [4] defined the “happens before” relation between events in a distributed systems to capture causality. Other papers on the topic include those by Mattern [6] and by Panengaden and Taylor [7].
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CHAPTER 3

Logical time

3.1 Introduction

The concept of causality between events is fundamental to the design and analysis of parallel and distributed computing and operating systems. Usually causality is tracked using physical time. However, in distributed systems, it is not possible to have global physical time; it is possible to realize only an approximation of it. As asynchronous distributed computations make progress in spurts, it turns out that the logical time, which advances in jumps, is sufficient to capture the fundamental monotonicity property associated with causality in distributed systems. This chapter discusses three ways to implement logical time (e.g., scalar time, vector time, and matrix time) that have been proposed to capture causality between events of a distributed computation.

Causality (or the causal precedence relation) among events in a distributed system is a powerful concept in reasoning, analyzing, and drawing inferences about a computation. The knowledge of the causal precedence relation among the events of processes helps solve a variety of problems in distributed systems. Examples of some of these problems is as follows:

- **Distributed algorithms design** The knowledge of the causal precedence relation among events helps ensure liveness and fairness in mutual exclusion algorithms, helps maintain consistency in replicated databases, and helps design correct deadlock detection algorithms to avoid phantom and undetected deadlocks.

- **Tracking of dependent events** In distributed debugging, the knowledge of the causal dependency among events helps construct a consistent state for resuming reexecution; in failure recovery, it helps build a checkpoint; in replicated databases, it aids in the detection of file inconsistencies in case of a network partitioning.
3.1 Introduction

- **Knowledge about the progress** The knowledge of the causal dependency among events helps measure the progress of processes in the distributed computation. This is useful in discarding obsolete information, garbage collection, and termination detection.

- **Concurrency measure** The knowledge of how many events are causally dependent is useful in measuring the amount of concurrency in a computation. All events that are not causally related can be executed concurrently. Thus, an analysis of the causality in a computation gives an idea of the concurrency in the program.

The concept of causality is widely used by human beings, often unconsciously, in the planning, scheduling, and execution of a chore or an enterprise, or in determining the infeasibility of a plan or the innocence of an accused. In day-to-day life, the global time to deduce causality relation is obtained from loosely synchronized clocks (i.e., wrist watches, wall clocks). However, in distributed computing systems, the rate of occurrence of events is several magnitudes higher and the event execution time is several magnitudes smaller. Consequently, if the physical clocks are not precisely synchronized, the causality relation between events may not be accurately captured. Network Time Protocols [15], which can maintain time accurate to a few tens of milliseconds on the Internet, are not adequate to capture the causality relation in distributed systems. However, in a distributed computation, generally the progress is made in spurts and the interaction between processes occurs in spurts. Consequently, it turns out that in a distributed computation, the causality relation between events produced by a program execution and its fundamental monotonicity property can be accurately captured by logical clocks.

In a system of logical clocks, every process has a logical clock that is advanced using a set of rules. Every event is assigned a timestamp and the causality relation between events can be generally inferred from their timestamps. The timestamps assigned to events obey the fundamental monotonicity property; that is, if an event $a$ causally affects an event $b$, then the timestamp of $a$ is smaller than the timestamp of $b$.

This chapter first presents a general framework of a system of logical clocks in distributed systems and then discusses three ways to implement logical time in a distributed system. In the first method, Lamport’s scalar clocks, the time is represented by non-negative integers; in the second method, the time is represented by a vector of non-negative integers; in the third method, the time is represented as a matrix of non-negative integers. We also discuss methods for efficient implementation of the systems of vector clocks.

The chapter ends with a discussion of virtual time, its implementation using the time-warp mechanism and a brief discussion of physical clock synchronization and the Network Time Protocol.
3.2 A framework for a system of logical clocks

3.2.1 Definition

A system of logical clocks consists of a time domain $T$ and a logical clock $C$ [19]. Elements of $T$ form a partially ordered set over a relation $\prec$. This relation is usually called the happened before or causal precedence. Intuitively, this relation is analogous to the earlier than relation provided by the physical time. The logical clock $C$ is a function that maps an event $e$ in a distributed system to an element in the time domain $T$, denoted as $C(e)$ and called the timestamp of $e$, and is defined as follows:

$$C : H \mapsto T,$$

such that the following property is satisfied:

for two events $e_i$ and $e_j$, $e_i \rightarrow e_j \implies C(e_i) < C(e_j)$.

This monotonicity property is called the clock consistency condition. When $T$ and $C$ satisfy the following condition,

for two events $e_i$ and $e_j$, $e_i \rightarrow e_j \iff C(e_i) < C(e_j)$,

the system of clocks is said to be strongly consistent.

3.2.2 Implementing logical clocks

Implementation of logical clocks requires addressing two issues [19]: data structures local to every process to represent logical time and a protocol (set of rules) to update the data structures to ensure the consistency condition.

Each process $p_i$ maintains data structures that allow it the following two capabilities:

- A local logical clock, denoted by $lc_i$, that helps process $p_i$ measure its own progress.
- A logical global clock, denoted by $gc_i$, that is a representation of process $p_i$’s local view of the logical global time. It allows this process to assign consistent timestamps to its local events. Typically, $lc_i$ is a part of $gc_i$.

The protocol ensures that a process’s logical clock, and thus its view of the global time, is managed consistently. The protocol consists of the following two rules:

- **R1** This rule governs how the local logical clock is updated by a process when it executes an event (send, receive, or internal).
- **R2** This rule governs how a process updates its global logical clock to update its view of the global time and global progress. It dictates what information about the logical time is piggybacked in a message and how this information is used by the receiving process to update its view of the global time.
Systems of logical clocks differ in their representation of logical time and also in the protocol to update the logical clocks. However, all logical clock systems implement rules \( R1 \) and \( R2 \) and consequently ensure the fundamental monotonicity property associated with causality. Moreover, each particular logical clock system provides its users with some additional properties.

### 3.3 Scalar time

#### 3.3.1 Definition

The scalar time representation was proposed by Lamport in 1978 \cite{9} as an attempt to totally order events in a distributed system. Time domain in this representation is the set of non-negative integers. The logical local clock of a process \( p_i \) and its local view of the global time are squashed into one integer variable \( C_i \).

Rules \( R1 \) and \( R2 \) to update the clocks are as follows:

- **\( R1 \)** Before executing an event (send, receive, or internal), process \( p_i \) executes the following:

  \[
  C_i := C_i + d \quad (d > 0).
  \]

  In general, every time \( R1 \) is executed, \( d \) can have a different value, and this value may be application-dependent. However, typically \( d \) is kept at 1 because this is able to identify the time of each event uniquely at a process, while keeping the rate of increase of \( d \) to its lowest level.

- **\( R2 \)** Each message piggybacks the clock value of its sender at sending time. When a process \( p_i \) receives a message with timestamp \( C_{msg} \), it executes the following actions:

  1. \( C_i := \max(C_i, C_{msg}) \);
  2. execute \( R1 \);
  3. deliver the message.

Figure 3.1 shows the evolution of scalar time with \( d = 1 \).

![Figure 3.1 Evolution of scalar time][19]
3.3.2 Basic properties

**Consistency property**
Clearly, scalar clocks satisfy the monotonicity and hence the consistency property:

\[ e_i \rightarrow e_j \implies C(e_i) < C(e_j). \]

**Total Ordering**
Scalar clocks can be used to totally order events in a distributed system [9]. The main problem in totally ordering events is that two or more events at different processes may have an identical timestamp. (Note that for two events \( e_1 \) and \( e_2 \), \( C(e_1) = C(e_2) \implies e_1 \parallel e_2 \).) For example, in Figure 3.1, the third event of process \( P_1 \) and the second event of process \( P_2 \) have identical scalar timestamp. Thus, a tie-breaking mechanism is needed to order such events. Typically, a tie is broken as follows: process identifiers are linearly ordered and a tie among events with identical scalar timestamp is broken on the basis of their process identifiers. The lower the process identifier in the ranking, the higher the priority. The timestamp of an event is denoted by a tuple \((t, i)\) where \( t \) is its time of occurrence and \( i \) is the identity of the process where it occurred. The total order relation \(<\) on two events \( x \) and \( y \) with timestamps \((h, i)\) and \((k, j)\), respectively, is defined as follows:

\[ x < y \iff (h < k \text{ or } h = k \text{ and } i < j). \]

Since events that occur at the same logical scalar time are independent (i.e., they are not causally related), they can be ordered using any arbitrary criterion without violating the causality relation \( \rightarrow \). Therefore, a total order is consistent with the causality relation \( \rightarrow \). Note that \( x < y \implies x \rightarrow y \lor x \parallel y \). A total order is generally used to ensure liveness properties in distributed algorithms. Requests are timestamped and served according to the total order based on these timestamps [9].

**Event counting**
If the increment value \( d \) is always 1, the scalar time has the following interesting property: if event \( e \) has a timestamp \( h \), then \( h-1 \) represents the minimum logical duration, counted in units of events, required before producing the event \( e \) [4]; we call it the height of the event \( e \). In other words, \( h-1 \) events have been produced sequentially before the event \( e \) regardless of the processes that produced these events. For example, in Figure 3.1, five events precede event \( b \) on the longest causal path ending at \( b \).

**No strong consistency**
The system of scalar clocks is not strongly consistent; that is, for two events \( e_i \) and \( e_j \), \( C(e_i) < C(e_j) \not\implies e_i \rightarrow e_j \). For example, in Figure 3.1, the third event
of process $P_1$ has smaller scalar timestamp than the third event of process $P_2$. However, the former did not happen before the latter. The reason that scalar clocks are not strongly consistent is that the logical local clock and logical global clock of a process are squashed into one, resulting in the loss causal dependency information among events at different processes. For example, in Figure 3.1, when process $P_2$ receives the first message from process $P_1$, it updates its clock to 3, forgetting that the timestamp of the latest event at $P_1$ on which it depends is 2.

### 3.4 Vector time

#### 3.4.1 definition

The system of vector clocks was developed independently by Fidge [4], Mattern [12], and Schmuck [23]. In the system of vector clocks, the time domain is represented by a set of $n$-dimensional non-negative integer vectors. Each process $p_i$ maintains a vector $vt_i[1..n]$, where $vt_i[i]$ is the local logical clock of $p_i$ and describes the logical time progress at process $p_i$. $vt_i[j]$ represents process $p_i$’s latest knowledge of process $p_j$ local time. If $vt_i[j] = x$, then process $p_i$ knows that local time at process $p_j$ has progressed till $x$. The entire vector $vt_i$ constitutes $p_i$’s view of the global logical time and is used to timestamp events.

Process $p_i$ uses the following two rules $R1$ and $R2$ to update its clock:

- **R1** Before executing an event, process $p_i$ updates its local logical time as follows:

  $$vt_i[i] := vt_i[i] + d \quad (d > 0).$$

- **R2** Each message $m$ is piggybacked with the vector clock $vt$ of the sender process at sending time. On the receipt of such a message $(m, vt)$, process $p_i$ executes the following sequence of actions:

  1. update its global logical time as follows:

     $$1 \leq k \leq n : \quad vt_i[k] := \max(vt_i[k], vt[k]);$$

  2. execute $R1$;

  3. deliver the message $m$.

The timestamp associated with an event is the value of the vector clock of its process when the event is executed. Figure 3.2 shows an example of vector clocks progress with the increment value $d = 1$. Initially, a vector clock is $[0, 0, 0, \ldots, 0]$. 
The following relations are defined to compare two vector timestamps, \( vh \) and \( vk \):

\[
vh = vk \iff \forall x : vh[x] = vk[x] \\
vh \leq vk \iff \forall x : vh[x] \leq vk[x] \\
vh < vk \iff vh \leq vk \text{ and } \exists x : vh[x] < vk[x] \\
vh \parallel vk \iff \neg(vh < vk) \land \neg(vk < vh).
\]

### 3.4.2 Basic properties

**Isomorphism**

Recall that relation “→” induces a partial order on the set of events that are produced by a distributed execution. If events in a distributed system are timestamped using a system of vector clocks, we have the following property.

If two events \( x \) and \( y \) have timestamps \( vh \) and \( vk \), respectively, then

\[
x \rightarrow y \iff vh < vk \\
x \parallel y \iff vh \parallel vk.
\]

Thus, there is an isomorphism between the set of partially ordered events produced by a distributed computation and their vector timestamps. This is a very powerful, useful, and interesting property of vector clocks.

If the process at which an event occurred is known, the test to compare two timestamps can be simplified as follows: if events \( x \) and \( y \) respectively occurred at processes \( p_i \) and \( p_j \) and are assigned timestamps \( vh \) and \( vk \), respectively, then

\[
x \rightarrow y \iff vh[i] \leq vk[i] \\
x \parallel y \iff vh[i] > vk[i] \land vh[j] < vk[j].
\]
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**Strong consistency**
The system of vector clocks is strongly consistent; thus, by examining the vector timestamp of two events, we can determine if the events are causally related. However, Charron–Bost showed that the dimension of vector clocks cannot be less than \( n \), the total number of processes in the distributed computation, for this property to hold [2].

**Event counting**
If \( d \) is always 1 in rule R1, then the \( i \)th component of vector clock at process \( p_i \), \( vt_i[i] \), denotes the number of events that have occurred at \( p_i \) until that instant. So, if an event \( e \) has timestamp \( vh \), \( vh[j] \) denotes the number of events executed by process \( p_j \) that causally precede \( e \). Clearly, \( \sum vh[j] - 1 \) represents the total number of events that causally precede \( e \) in the distributed computation.

**Applications**
Since vector time tracks causal dependencies exactly, it finds a wide variety of applications. For example, they are used in distributed debugging, implementations of causal ordering communication and causal distributed shared memory, establishment of global breakpoints, and in determining the consistency of checkpoints in optimistic recovery.

**A brief historical perspective of vector clocks**
Although the theory associated with vector clocks was first developed in 1988 independently by Fidge and Mattern, vector clocks were informally introduced and used by several researchers before this. Parker *et al.* [17] used a rudimentary vector clocks system to detect inconsistencies of replicated files due to network partitioning. Liskov and Ladin [11] proposed a vector clock system to define highly available distributed services. Similar system of clocks was used by Strom and Yemini [26] to keep track of the causal dependencies between events in their optimistic recovery algorithm and by Raynal to prevent drift between logical clocks [18]. Singhal [24] used vector clocks coupled with a boolean vector to determine the currency of a critical section execution request by detecting the causality relation between a critical section request and its execution.

3.4.3 On the size of vector clocks
An important question to ask is whether vector clocks of size \( n \) are necessary in a computation consisting of \( n \) processes. To answer this, we examine the usage of vector clocks.

- A vector clock provides the latest known local time at each other process. If this information in the clock is to be used to explicitly track the progress at every other process, then a vector clock of size \( n \) is necessary.
A popular use of vector clocks is to determine the causality between a pair of events. Given any events $e$ and $f$, the test for $e \prec f$ if and only if $T(e) < T(f)$, which requires a comparison of the vector clocks of $e$ and $f$. Although it appears that the clock of size $n$ is necessary, that is not quite accurate. It can be shown that a size equal to the dimension of the partial order $(E, \prec)$ is necessary, where the upper bound on this dimension is $n$. This is explained below.

To understand this result on the size of clocks for determining causality between a pair of events, we first introduce some definitions. A linear extension of a partial order $(E, \prec)$ is a linear ordering of $E$ that is consistent with the partial order, i.e., if two events are ordered in the partial order, they are also ordered in the linear order. A linear extension can be viewed as projecting all the events from the different processes on a single time axis. However, the linear order will necessarily introduce ordering between each pair of events, and some of these orderings are not in the partial order. Also observe that different linear extensions are possible in general. Let $\mathcal{P}$ denote the set of tuples in the partial order defined by the causality relation; so there is a tuple $(e, f)$ in $\mathcal{P}$ for each pair of events $e$ and $f$ such that $e \prec f$. Let $\mathcal{L}_1$, $\mathcal{L}_2 \ldots$ denote the sets of tuples in different linear extensions of this partial order. The set $\mathcal{P}$ is contained in the set obtained by taking the intersection of any such collection of linear extensions $\mathcal{L}_1$, $\mathcal{L}_2 \ldots$. This is because each $\mathcal{L}_i$ must contain all the tuples, i.e., causality dependencies, that are in $\mathcal{P}$. The dimension of a partial order is the minimum number of linear extensions whose intersection gives exactly the partial order.

Consider a client–server interaction between a pair of processes. Queries to the server and responses to the client occur in strict alternating sequences. Although $n = 2$, all the events are strictly ordered, and there is only one linear order of all the events that is consistent with the “partial” order. Hence the dimension of this “partial order” is 1. A scalar clock such as one implemented by Lamport’s scalar clock rules is adequate to determine $e < f$ for any events $e$ and $f$ in this execution.

Now consider an execution on processes $P_1$ and $P_2$ such that each sends a message to the other before receiving the other’s message. The two send events are concurrent, as are the two receive events. To determine the causality between the send events or between the receive events, it is not sufficient to use a single integer; a vector clock of size $n = 2$ is necessary. This execution exhibits the graphical property called a crown, wherein there are some messages $m_0, \ldots, m_{n-1}$ such that $\text{Send}(m_i) < \text{Receive}(m_{i+1 \mod (n-1)})$ for all $i$ from 0 to $n-1$. A crown of $n$ messages has dimension $n$. We introduced the notion of crown and studied its properties in Chapter 6.

For a complex execution, it is not straightforward to determine the dimension of the partial order. Figure 3.3 shows an execution involving four processes. However, the dimension of this partial order is two. To see this
Figure 3.3 Example illustrating dimension of a execution $(E, \prec)$. For $n = 4$ processes, the dimension is 2.

In informally, consider the longest chain $\langle a, b, d, g, h, i, j \rangle$. There are events outside this chain that can yield multiple linear extensions. Hence, the dimension is more than 1. The right side of Figure 3.3 shows the earliest possible and the latest possible occurrences of the events not in this chain, with respect to the events in this chain. Let $L_1$ be $\langle c, e, f, a, b, d, g, h, i, j \rangle$, which contains the following tuples that are not in $P$:

$$(c, a), (c, b), (c, d), (c, g), (c, h), (c, i), (c, j),$$
$$(e, a), (e, b), (e, d), (e, g), (e, h), (e, i), (e, j),$$
$$(f, a), (f, b), (f, d), (f, g), (f, h), (f, i), (f, j).$$

Let $L_2$ be $\langle a, b, c, d, g, h, i, e, j, f \rangle$, which contains the following tuples not in $P$:

$$(a, c), (b, c), (c, d), (c, g), (c, h), (c, i), (c, j),$$
$$(a, e), (b, e), (d, e), (g, e), (h, e), (i, e), (e, j),$$
$$(a, f), (b, f), (d, f), (g, f), (h, f), (i, f), (j, f).$$

Further, observe that $(L_1 \setminus P) \cap L_2 = \emptyset$ and $(L_2 \setminus P) \cap L_1 = \emptyset$. Hence, $L_1 \cap L_2 = P$ and the dimension of the execution is 2 as these two linear extensions are enough to generate $P$.

Unfortunately, it is not computationally easy to determine the dimension of a partial order. To exacerbate the problem, the above form of analysis has to be completed a posteriori (i.e., off-line), once the entire partial order has been determined after the completion of the execution.

3.5 Efficient implementations of vector clocks

If the number of processes in a distributed computation is large, then vector clocks will require piggybacking of huge amount of information in messages for the purpose of disseminating time progress and updating clocks. The
message overhead grows linearly with the number of processors in the system and when there are thousands of processors in the system, the message size becomes huge even if there are only a few events occurring in few processors. In this section, we discuss efficient ways to maintain vector clocks; similar techniques can be used to efficiently implement matrix clocks.

Charron-Bost showed [2] that if vector clocks have to satisfy the strong consistency property, then in general vector timestamps must be at least of size \( n \), the total number of processes. Therefore, in general the size of a vector timestamp is the number of processes involved in a distributed computation; however, several optimizations are possible and next, we discuss techniques to implement vector clocks efficiently [19].

3.5.1 Singhal–Kshemkalyani’s differential technique

Singhal–Kshemkalyani’s differential technique [25] is based on the observation that between successive message sends to the same process, only a few entries of the vector clock at the sender process are likely to change. This is more likely when the number of processes is large because only a few of them will interact frequently by passing messages. In this technique, when a process \( p_i \) sends a message to a process \( p_j \), it piggybacks only those entries of its vector clock that differ since the last message sent to \( p_j \).

The technique works as follows: if entries \( i_1, i_2, \ldots, i_n \) of the vector clock at \( p_i \) have changed to \( v_1, v_2, \ldots, v_n \), respectively, since the last message sent to \( p_j \), then process \( p_i \) piggybacks a compressed timestamp of the form

\[ \{(i_1, v_1), (i_2, v_2), \ldots, (i_n, v_n)\} \]

to the next message to \( p_j \). When \( p_j \) receives this message, it updates its vector clock as follows:

\[ v_{t_j}[i_k] = \max(v_{t_j}[i_k], v_k) \text{ for } k = 1, 2, \ldots, n. \]

Thus this technique cuts down the message size, communication bandwidth and buffer (to store messages) requirements. In the worst of case, every element of the vector clock has been updated at \( p_i \) since the last message to process \( p_j \), and the next message from \( p_i \) to \( p_j \) will need to carry the entire vector timestamp of size \( n \). However, on the average the size of the timestamp on a message will be less than \( n \). Note that implementation of this technique requires each process to remember the vector timestamp in the message last sent to every other process. Direct implementation of this will result in \( O(n^2) \) storage overhead at each process. This technique also requires that the communication channels follow FIFO discipline for message delivery.

Singhal and Kshemkalyani developed a clever technique that cuts down this storage overhead at each process to \( O(n) \). The technique works in
the following manner: process $p_i$ maintains the following two additional vectors:

- $LS_i[1 \ldots n]$ (‘Last Sent’):
  $LS_i[j]$ indicates the value of $vt_i[i]$ when process $p_i$ last sent a message to process $p_j$.

- $LU_i[1 \ldots n]$ (‘Last Update’):
  $LU_i[j]$ indicates the value of $vt_i[i]$ when process $p_i$ last updated the entry $vt_i[j]$.

Clearly, $LU_i[i] = vt_i[i]$ at all times and $LU_i[j]$ needs to be updated only when the receipt of a message causes $p_i$ to update entry $vt_i[j]$. Also, $LS_i[j]$ needs to be updated only when $p_i$ sends a message to $p_j$. Since the last communication from $p_i$ to $p_j$, only those elements $k$ of vector clock $vt_i[k]$ have changed for which $LS_i[j] < LU_i[k]$ holds. Hence, only these elements need to be sent in a message from $p_i$ to $p_j$. When $p_i$ sends a message to $p_j$, it sends only a set of tuples,

$$\{(x, vt_i[x])|LS_i[j] < LU_i[x]\},$$

as the vector timestamp to $p_j$, instead of sending a vector of $n$ entries in a message.

Thus the entire vector of size $n$ is not sent along with a message. Instead, only the elements in the vector clock that have changed since the last message send to that process are sent in the format $\{(p_1, latest_value), (p_2, latest_value), \ldots\}$, where $p_i$ indicates that the $p_i$th component of the vector clock has changed.

This method is illustrated in Figure 3.4. For instance, the second message from $p_3$ to $p_2$ (which contains a timestamp $\{(3, 2)\}$) informs $p_2$ that the third component of the vector clock has been modified and the new value is 2. This is because the process $p_3$ (indicated by the third component of
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the vector) has advanced its clock value from 1 to 2 since the last message sent to $p_2$.

The cost of maintaining vector clocks in large systems can be substantially reduced by this technique, especially if the process interactions exhibit temporal or spatial localities. This technique would turn advantageous in a variety of applications including causal distributed shared memories, distributed deadlock detection, enforcement of mutual exclusion and localized communications typically observed in distributed systems.

3.5.2 Fowler–Zwaenepoel’s direct-dependency technique

Fowler–Zwaenepoel direct dependency technique [6] reduces the size of messages by transmitting only a scalar value in the messages. No vector clocks are maintained on-the-fly. Instead, a process only maintains information regarding direct dependencies on other processes. A vector time for an event, which represents transitive dependencies on other processes, is constructed off-line from a recursive search of the direct dependency information at processes.

Each process $p_i$ maintains a dependency vector $D_i$. Initially,

$$D_i[j] = 0 \text{ for } j = 1, \ldots, n.$$  

$D_i$ is updated as follows:

1. Whenever an event occurs at $p_i$, $D_i[i] := D_i[i] + 1$. That is, the vector component corresponding to its own local time is incremented by one.
2. When a process $p_i$ sends a message to process $p_j$, it piggybacks the updated value of $D_i[i]$ in the message.
3. When $p_i$ receives a message from $p_j$ with piggybacked value $d$, $p_i$ updates its dependency vector as follows: $D_i[j] := \max\{D_i[j], d\}$.

Thus the dependency vector $D_i$ reflects only direct dependencies. At any instant, $D_i[j]$ denotes the sequence number of the latest event on process $p_j$ that directly affects the current state. Note that this event may precede the latest event at $p_j$ that causally affects the current state.

Figure 3.5 illustrates the Fowler–Zwaenepoel technique. For instance, when process $p_4$ sends a message to process $p_3$, it piggybacks a scalar that indicates the direct dependency of $p_3$ on $p_4$ because of this message. Subsequently, process $p_3$ sends a message to process $p_2$ piggybacking a scalar to indicate the direct dependency of $p_2$ on $p_3$ because of this message. Now, process $p_2$ is in fact indirectly dependent on process $p_4$ since process $p_3$ is dependent on process $p_4$. However, process $p_2$ is never informed about its indirect dependency on $p_4$.

Thus although the direct dependencies are duly informed to the receiving processes, the transitive (indirect) dependencies are not maintained by
Figure 3.5 Vector clock progress in Fowler–Zwaenepoel technique [19].

Efficient implementations of vector clocks

This method. They can be obtained only by recursively tracing the direct-dependency vectors of the events off-line. This involves computational overhead and latencies. Thus this method is ideal only for those applications that do not require computation of transitive dependencies on the fly. The computational overheads characteristic of this method makes it best suitable for applications like causal breakpoints and asynchronous checkpoint recovery where computation of causal dependencies is performed offline.

This technique results in considerable saving in the cost; only one scalar is piggybacked on every message. However, the dependency vector does not represent transitive dependencies (i.e., a vector timestamp). The transitive dependency (or the vector timestamp) of an event is obtained by recursively tracing the direct-dependency vectors of processes. Clearly, this will have overhead and will involve latencies. Therefore, this technique is not suitable for applications that require on-the-fly computation of vector timestamps. Nonetheless, this technique is ideal for applications where computation of causal dependencies is performed off-line (e.g., causal breakpoint, asynchronous checkpointing recovery).

The transitive dependencies could be determined by combining an event’s direct dependency with that of its directly dependent event. In Figure 3.5, the fourth event of process $p_3$ is dependent on the first event of process $p_4$ and the fourth event of process $p_2$ is dependent on the fourth event of process $p_3$. By combining these two direct dependencies, it is possible to deduce that the fourth event of process $p_2$ depends on the first event of process $p_4$. It is important to note that if event $e_j$ at process $p_j$ occurs before event $e_i$ at process $p_i$, then all the events from $e_0$ to $e_{j-1}$ in process $p_j$ also happen before $e_i$. Hence, it is sufficient to record for $e_i$ the latest event of process $p_j$ that happened before $e_i$. This way, each event would record its dependencies on
the latest event on every other process it depends on and those events maintain their own dependencies. Combining all these dependencies, the entire set of events that a particular event depends on could be determined off-line.

The off-line computation of transitive dependencies can be performed using a recursive algorithm proposed in [6] and is illustrated in a modified form in Algorithm 3.1. $DTV$ is the dependency-tracking vector of size $n$ (where $n$ is the number of process) which is supposed to track all the causal dependencies of a particular event $e_i$ in process $p_i$. The algorithm then needs to be invoked as $DependencyTrack(i, D'_i[i])$. The algorithm initializes $DTV$ to the least possible timestamp value which is 0 for all entries except $i$ for which the value is set to $D'_i[i]$:

$$
\text{for all } k = 1, \ldots, n \text{ and } k \neq i, \ DTV[k]=0 \text{ and } DTV[i]=D'_i[i].
$$

The algorithm then calls the $VisitEvent$ algorithm on process $p_i$ and event $e_i$. $VisitEvent$ checks all the entries $(1, \ldots, n)$ of $DTV$ and $D'_i$ and if the value in $D'_i$ is greater than the value in $DTV$ for that entry, then $DTV$ assumes the value of $D'_i$ for that entry. This ensures that the latest event in process $j$ that $e_i$ depends on is recorded in $DTV$. $VisitEvent$ is recursively called on all entries that are newly included in $DTV$ so that the latest dependency information can be accurately tracked.

Let us illustrate the recursive dependency trace algorithm by by tracking the dependencies of fourth event at process $p_2$. The algorithm is invoked as

```
DependencyTrack(i : process, \sigma : event index)
\* Casual distributed breakpoint for \sigma \*
\* DTV holds the result \*
for all k \neq i do
    DTV[k]=0
end for
DTV[i]=\sigma
end DependencyTrack

VisitEvent(j : process, e : event index)
\* Place dependencies of \tau into DTV \*
for all k \neq j do
    \alpha = D'_i[k]
    if \alpha > DTV[k] then
        DTV[k]=\alpha
        VisitEvent(k, \alpha)
    end if
end for
end VisitEvent
```

**Algorithm 3.1** Recursive dependency trace algorithm
DependencyTrack(2, 4). DTV is initially set to <0 4 0 0> by DependencyTrack. It then calls VisitEvent(2, 4). The values held by \(D_2^t\) are <1 4 4 0>. So, DTV is now updated to <1 4 0 0> and VisitEvent(1, 1) is called. The values held by \(D_1^t\) are <1 0 0 0>. Since none of the entries are greater than those in DTV, the algorithm returns. Again the values held by \(D_2^t\) are checked and this time entry 3 is found to be greater in \(D_2^t\) than DTV. So, DTV is updated as <1 4 4 0> and VisitEvent(3, 4) is called. The values held by \(D_3^t\) are <0 0 4 1>. Since entry 4 of \(D_3^t\) is greater than that of DTV, it is updated as <1 4 4 1> and VisitEvent(4, 1) is called. Since none of the entries in \(D_4^t\): <1 0 0 0> are greater than those of DTV, the algorithm returns to VisitEvent(2, 4). Since all the entries have been checked, VisitEvent(2, 4) is exited and so is DependencyTrack. At this point, DTV holds <1 4 4 1>, meaning event 4 of process \(p_2\) is dependent upon event 1 of process \(p_1\), event 4 of process \(p_3\) and event 1 in process \(p_4\). Also, it is dependent on events that precede event 4 of process \(p_3\) and these dependencies could be obtained by invoking the DependencyTrack algorithm on fourth event of process \(p_3\). Thus, all the causal dependencies could be tracked off-line.

This technique can result in a considerable saving of cost since only one scalar is piggybacked on every message. One of the important requirements is that a process updates and records its dependency vectors after receiving a message and before sending out any message. Also, if events occur frequently, this technique will require recording the history of a large number of events.

3.6 Jard–Jourdan’s adaptive technique

The Fowler–Zwaenepoel direct-dependency technique does not allow the transitive dependencies to be captured in real time during the execution of processes. In addition, a process must observe an event (i.e., update and record its dependency vector) after receiving a message but before sending out any message. Otherwise, during the reconstruction of a vector timestamp from the direct-dependency vectors, all the causal dependencies will not be captured. If events occur very frequently, this technique will require recording the history of a large number of events.

In the Jard–Jourdan’s technique \[8\], events can be adaptively observed while maintaining the capability of retrieving all the causal dependencies of an observed event. (Observing an event means recording of the information about its dependencies.) This method uses the idea that when an observed event \(e\) records its dependencies, then events that follow can determine their transitive dependencies, that is, the set of events that they indirectly depend on, by making use of the information recorded about \(e\). The reason is that when an event \(e\) is observed, the information about the send and receive of messages maintained by a process is recorded in that event and the information maintained by the process is then reset and updated. So, when the process
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propagates information after $e$, it propagates only history of activities that took place after $e$. The next observed event either in the same process or in a different one, would then have to look at the information recorded for $e$ to know about the activities that happened before $e$. This method still does not allow determining all the causal dependencies in real time, but avoids the problem of recording a large amount of history which is realized when using the direct dependency technique.

To implement the technique of recording the information in an observed event and resetting the information managed by a process, Jard–Jourdan defined a \textit{pseudo-direct} relation $\ll$ on the events of a distributed computation as follows:

If events $e_i$ and $e_j$ happen at process $p_i$ and $p_j$, respectively, then $e_j \ll e_i$ iff there exists a path of message transfers that starts after $e_j$ on the process $p_j$ and ends before $e_i$ on the process $e_i$ such that there is no observed event on the path. The relation is termed pseudo-direct because event $e_i$ may depend upon many unobserved events on the path, say $ue_1, ue_2, \ldots, ue_n$, etc., which are in turn dependent on each other. If $e_i$ happens after $ue_n$, then $e_i$ is still considered to be directly dependent upon $ue_p, ue_2, \ldots, ue_n$, since these events are unobserved, which is a falsely assumed to have direct dependency. If another event $e_k$ happens after $e_i$, then the transitive dependencies of $e_k$ on $ue_1, ue_2, \ldots, ue_n$ can be determined by using the information recorded at $e_i$ and $e_i$ can do the same with $e_j$.

The technique is implemented using the following mechanism: the partial vector clock $p_vti$ at process $p_i$ is a list of tuples of the form $(j, v)$ indicating that the current state of $p_i$ is pseudo-dependent on the event on process $p_j$ whose sequence number is $v$. Initially, at a process $p_i$: $p_vti = \{(i, 0)\}$.

Let $p_vti = \{(i_1, v_1), \ldots, (i, v), \ldots, (i_n, v_n)\}$ denote the current partial vector clock at process $p_i$. Let $e_vti$ be a variable that holds the timestamp of the observed event.

(i) Whenever an event is observed at process $p_i$, the contents of the partial vector clock $p_vti$ are transferred to $e_vti$ and $p_vti$ is reset and updated as follows:

$$
e_vti = \{(i_1, v_1), \ldots, (i, v), \ldots, (i_n, v_n)\}
$$

$$
p_vti = \{(i, v + 1)\}.
$$

(ii) When process $p_i$ sends a message to $p_j$, it piggybacks the current value of $p_vti$ in the message.

(iii) When $p_i$ receives a message piggybacked with timestamp $p_vti$, $p_i$ updates $p_vti$ such that it is the union of the following (let $p_vti = \{(i_{m1}, v_{m1}), \ldots, (i_{mk}, v_{mk})\}$ and $p_vti = \{(i_1, v_1), \ldots, (i_i, v_i)\}$):

- all $(i_{mx}, v_{mx})$ such that $(i_{mx},)$ does not appear in $v_{pti}$;
- all $(i_x, v_x)$ such that $(i_x,)$ does not appear in $v_{pt}$;
- all $(i_x, max(v_x, v_{mx}))$ for all $(v_x,)$ that appear in $v_{pt}$ and $v_{pti}$. 
In Figure 3.6, $\text{eX}_{\text{pt}_n}$ denotes the timestamp of the $X$th observed event at process $p_n$. For instance, the event 1 observed at $p_4$ is timestamped $e_{1\_pt_4} = \{(4, 0), (5, 1)\}$; this timestamp means that the pseudo-direct predecessors of this event are located at process $p_4$ and $p_5$, and are respectively the event 0 observed at $p_4$ and event 1 observed at $p_5$. $v_{\text{pt}_n}$ denotes a list of timestamps collected by a process $p_n$ for the unobserved events and is reset and updated after an event is observed at $p_n$. For instance, let us consider $v_{\text{pt}_3}$. Process $p_3$ first collects the timestamp of event zero $\{(3, 0)\}$ into $v_{\text{pt}_3}$ and when the observed event 1 occurs, it transfers its content to $e_{1\_pt_3}$, resets its list and updates its value to $\{(3, 1)\}$ which is the timestamp of the observed event. When it receives a message from process $p_2$, it includes those elements that are not already present in its list, namely, $\{(1, 0), (2, 0)\}$ to $v_{\text{pt}_3}$. Again, when event 2 is observed, it resets its list to $\{(3, 2)\}$ and transfers its content to $e_{2\_pt_3}$ which holds $\{(1, 0), (2, 0), (3, 1)\}$. It can be seen that event 2 at process $p_3$ is directly dependent upon event 0 on process $p_2$ and event 1 on process $p_3$. But, it is pseudo-directly dependent upon event 0 at process $p_1$. It also depends on event 0 at process $p_3$ but this dependency information is obtained by examining $e_{1\_pt_3}$ recorded by the observed event. Thus, transitive dependencies of event 2 at process $p_3$ can be computed by examining the observed events in $e_{2\_pt_3}$. If this is done recursively, then all the causal
dependencies of an observed event can be retrieved. It is also pertinent to observe here that these transitive dependencies cannot be determined online but from a log of the events. This method can help ensure that the list piggybacked on a message is of optimal size. It is also possible to limit the size of the list by introducing a dummy observed event. If the size of the list is to be limited to $k$, then when timestamps of $k$ events have been collected in the list, a dummy observed event can be introduced to receive the contents of the list. This allows a lot of flexibility in managing the size of messages.

### 3.7 Matrix time

#### 3.7.1 Definition

In a system of matrix clocks, the time is represented by a set of $n \times n$ matrices of non-negative integers. A process $p_i$ maintains a matrix $mt_{i}[1..n, 1..n]$ where,

- $mt_{i}[i, i]$ denotes the local logical clock of $p_i$ and tracks the progress of the computation at process $p_i$;
- $mt_{i}[i, j]$ denotes the latest knowledge that process $p_i$ has about the local logical clock, $mt_{j}[j, j]$, of process $p_j$ (note that row, $mt_{i}[i, .]$ is nothing but the vector clock $vt_{i}[.]$ and exhibits all the properties of vector clocks);
- $mt_{i}[j, k]$ represents the knowledge that process $p_i$ has about the latest knowledge that $p_j$ has about the local logical clock, $mt_{k}[k, k]$, of $p_k$.

The entire matrix $mt_{i}$ denotes $p_i$’s local view of the global logical time. The matrix timestamp of an event is the value of the matrix clock of the process when the event is executed.

Process $p_i$ uses the following rules **R1** and **R2** to update its clock:

- **R1**: Before executing an event, process $p_i$ updates its local logical time as follows:

  \[ mt_{i}[i, i] := mt_{i}[i, i] + d \quad (d > 0). \]

- **R2**: Each message $m$ is piggybacked with matrix time $mt$. When $p_i$ receives such a message $(m, mt)$ from a process $p_j$, $p_i$ executes the following sequence of actions:
  
  (i) update its global logical time as follows:

  (a) $1 \leq k \leq n : mt_{i}[i, k] := max(mt_{i}[i, k], mt[j, k])$, (that is, update its row $mt_{i}[i, \ast]$ with $p_j$'s row in the received timestamp, $mt$);
  
  (b) $1 \leq k, l \leq n : mt_{i}[k, l] := max(mt_{i}[k, l], mt[k, l])$;

  (ii) execute **R1**;

  (iii) deliver message $m$. 

Figure 3.7 gives an example to illustrate how matrix clocks progress in a distributed computation. We assume \( d = 1 \). Let us consider the following events: \( e \) which is the \( x_i \)th event at process \( p_i \), \( e_1^k \) and \( e_2^k \) which are the \( x_1^k \)th and \( x_2^k \)th events at process \( p_k \), and \( e_1^j \) and \( e_2^j \) which are the \( x_1^j \)th and \( x_2^j \)th events at \( p_j \). Let \( mt_e \) denote the matrix timestamp associated with event \( e \). Due to message \( m_4 \), \( e_2^k \) is the last event of \( p_k \) that causally precedes \( e \), therefore, we have \( mt_e[i, k] = mt_e[k, k] = x_2^k \). Likewise, \( mt_e[i, j] = mt_e[j, j] = x_2^j \). The last event of \( p_k \) known by \( p_j \), to the knowledge of \( p_i \) when it executed event \( e \), is \( e_1^k \); therefore, \( mt_e[j, k] = x_1^k \). Likewise, we have \( mt_e[k, j] = x_1^j \).

A system of matrix clocks was first informally proposed by Michael and Fischer [5] and has been used by Wuu and Bernstein [28] and by Sarin and Lynch [22] to discard obsolete information in replicated databases.

### 3.7.2 Basic properties

Clearly, vector \( mt[i, \_] \) contains all the properties of vector clocks. In addition, matrix clocks have the following property:

\[
\min_k (mt[k, l]) \geq t \Rightarrow \text{process } p_i \text{ knows that every other process } p_k \text{ knows that } p_i \text{'s local time has progressed till } t.
\]

If this is true, it is clear that process \( p_i \) knows that all other processes know that \( p_i \) will never send information with a local time \( \leq t \). In many applications, this implies that processes will no longer require from \( p_i \) certain information and can use this fact to discard obsolete information.

If \( d \) is always 1 in the rule \( \textbf{R1} \), then \( mt[i, l] \) denotes the number of events occurred at \( p_i \) and known by \( p_k \) as far as \( p_i \)'s knowledge is concerned.

### 3.8 Virtual time

The virtual time system is a paradigm for organizing and synchronizing distributed systems using virtual time [7]. This section provides a description
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of virtual time and its implementation using the time warp mechanism (a lookahead-rollback synchronization mechanism using rollback via antimes-

The implementation of virtual time using the time warp mechanism works on the basis of an optimistic assumption. Time warp relies on the general lookahead-rollback mechanism where each process executes without regard to other processes having synchronization conflicts. If a conflict is discovered, the offending processes are rolled back to the time just before the conflict and executed forward along the revised path. Detection of conflicts and rollbacks are transparent to users. The implementation of virtual time using the time warp mechanism makes the following optimistic assumption: synchronization conflicts and thus rollback generally occurs rarely.

In the following sections, we discuss in detail virtual time and how the time warp mechanism is used to implement it.

3.8.1 Virtual time definition

Virtual time is a global, one-dimensional, temporal coordinate system on a distributed computation to measure the computational progress and to define synchronization. A virtual time system is a distributed system executing in coordination with an imaginary virtual clock that uses virtual time [7]. Virtual times are real values that are totally ordered by the less than relation, “<”. Virtual time is implemented as a collection of several loosely synchronized local virtual clocks. As a rule, these local virtual clocks move forward to higher virtual times; however, occasionally they move backwards.

In a distributed system, processes run concurrently and communicate with each other by exchanging messages. Every message is characterized by four values:

(i) name of the sender;
(ii) virtual send time;
(iii) name of the receiver;
(iv) virtual receive time.

Virtual send time is the virtual time at the sender when the message is sent, whereas virtual receive time specifies the virtual time when the message must be received (and processed) by the receiver. Clearly, a big problem arises when a message arrives at process late, that is, the virtual receive time of the message is less than the local virtual time at the receiver process when the message arrives.

Virtual time systems are subject to two semantic rules similar to Lamport’s clock conditions:

Rule 1 Virtual send time of each message < virtual receive time of that message.

Rule 2 Virtual time of each event in a process < virtual time of next event in that process.
The above two rules imply that a process sends all messages in increasing order of virtual send time and a process receives (and processes) all messages in the increasing order of virtual receive time. Causality of events is an important concept in distributed systems and is also a major constraint in the implementation of virtual time. It is important to know which event caused another one and the one that causes another should be completely executed before the caused event can be processed.

The constraint in the implementation of virtual time can be stated as follows:

If an event $A$ causes event $B$, then the execution of $A$ and $B$ must be scheduled in real time so that $A$ is completed before $B$ starts.

If event $A$ has an earlier virtual time than event $B$, we need execute $A$ before $B$ provided there is no causal chain from $A$ to $B$. Better performance can be achieved by scheduling $A$ concurrently with $B$ or scheduling $A$ after $B$. If $A$ and $B$ have exactly the same virtual time coordinate, then there is no restriction on the order of their scheduling. If $A$ and $B$ are distinct events, they will have different virtual space coordinates (since they occur at different processes) and neither will be a cause for the other. Hence to sum it up, events with virtual time $< “t”$ complete before the starting of events at time “$t$” and events with virtual time $> “t”$ will start only after events at time “$t$” are complete.

**Characteristics of virtual time**

1. Virtual time systems are not all isomorphic; they may be either discrete or continuous.
2. Virtual time may be only partially ordered (in this implementation, total order is assumed.)
3. Virtual time may be related to real time or may be independent of it.
4. Virtual time systems may be visible to programmers and manipulated explicitly as values, or hidden and manipulated implicitly according to some system-defined discipline
5. Virtual times associated with events may be explicitly calculated by user programs or they may be assigned by fixed rules.

**3.8.2 Comparison with Lamport’s logical clocks**

Lamport showed that in real-time temporal relationships “happens before” and “happens after,” operationally definable within a distributed system, form only a partial order, not a total order, and concurrent events are incomparable under that partial order. He also showed that it is always possible to extend partial order to total order by defining artificial clocks. An artificial clock is created for each process with unique labels from a totally ordered set in a manner consistent with partial order. He also provided an algorithm on how
to accomplish this task of yielding an assignment of totally ordered clock values. In virtual time, the reverse of the above is done by assuming that every event is labeled with a clock value from a totally ordered virtual time scale satisfying Lamport’s clock conditions. Thus the time warp mechanism is an inverse of Lamport’s scheme.

In Lamport’s scheme, all clocks are conservatively maintained so that they never violate causality. A process advances its clock as soon as it learns of new causal dependency. In virtual time, clocks are optimistically advanced and corrective actions are taken whenever a violation is detected.

Lamport’s initial idea brought about the concept of virtual time but the model failed to preserve causal independence. It was possible to make an analysis in the real world using timestamps but the same principle could not be implemented completely in the case of asynchronous distributed systems for the lack of a common time base.

The implementation of the virtual time concept using the time warp mechanism is easier to understand and reason about than real time.

### 3.8.3 Time warp mechanism

In the implementation of virtual time using the time warp mechanism, the virtual receive time of a message is considered as its timestamp. The necessary and sufficient conditions for the correct implementation of virtual time are that each process must handle incoming messages in timestamp order. This is highly undesirable and restrictive because process speeds and message delays are likely to be highly variable. So it is natural for some processes to get ahead in virtual time of other processes.

Since we assume that virtual times are real numbers, it is impossible for a process on the basis of local information alone to block and wait for the message with the next timestamp. It is always possible that a message with an earlier timestamp arrives later. So, when a process executes a message, it is very difficult for it determine whether a message with an earlier timestamp will arrive later. This is the central problem in virtual time that is solved by the time warp mechanism.

The advantage of the time warp mechanism is that it doesn’t depend on the underlying computer architecture and so portability to different systems is easily achieved. However, message communication is assumed to be reliable, but messages may not be delivered in FIFO order.

The time warp mechanism consists of two major parts: local control mechanism and global control mechanism. The local control mechanism ensures that events are executed and messages are processed in the correct order. The global control mechanism takes care of global issues such as global progress, termination detection, I/O error handling, flow control, etc.
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3.8.4 The local control mechanism

There is no global virtual clock variable in this implementation; each process has a local virtual clock variable. The local virtual clock of a process doesn’t change during an event at that process but it changes only between events. On the processing of next message from the input queue, the process increases its local clock to the timestamp of the message. At any instant, the value of virtual time may differ for each process but the value is transparent to other processes in the system.

When a message is sent, the virtual send time is copied from the sender’s virtual clock while the name of the receiver and virtual receive time are assigned based on the application-specific context.

All arriving messages at a process are stored in an input queue in increasing order of timestamp (receive times). Ideally, no messages from the past (called late messages) should arrive at a process. However, processes will receive late messages due to factors such as different computation rates of processes and network delays. The semantics of virtual time demands that incoming messages be received by each process strictly in timestamp order. The only way to accomplish this is as follows: on the reception of a late message, the receiver rolls back to an earlier virtual time, cancelling all intermediate side effects and then executes forward again by executing the late message in the proper sequence. If all the messages in the input queue of a process are processed, the state of the process is said to terminate and its clock is set to +inf. However, the process is not destroyed as a late message may arrive resulting it to rollback and execute again. The situation can be described by saying that each process is doing a constant “lookahead,” processing future messages from its input queue.

Over a length computation, each process may roll back several times while generally progressing forward with rollback completely transparent to other processes in the system. Programmers can thus write correct software without paying much attention to late-arriving messages.

Rollback in a distributed system is complicated by the fact that the process that wants to rollback might have sent many messages to other processes, which in turn might have sent many messages to other processes, and so on, leading to deep side effects. For rollback, messages must be effectively “unsent” and their side effects should be undone. This is achieved efficiently by using antimessages.

Antimessages and the rollback mechanism

Runtime representation of a process is composed of the following:

1. **Process name** Virtual spaces coordinate which is unique in the system.
2. **Local virtual clock** Virtual time coordinate
3. **State** Data space of the process including execution stack, program counter, and its own variables
4. **State queue** Contains saved copies of process’s recent states as rollback with the time warp mechanism requires the state of the process being saved. It is not necessary to retain states all the way from the beginning of the virtual time, however, the reason for which will be explained later in the global control mechanism.

5. **Input queue** Contains all recently arrived messages in order of virtual receive time. Processed messages from the input queue are not deleted as they are saved in the output queue with a negative sign (antimessage) to facilitate future rollbacks.

6. **Output queue** Contains negative copies of messages that the process has recently sent in virtual send time order. They are needed in case of a rollback.

   For every message, there exists an antimessage that is the same in content but opposite in sign. Whenever a process sends a message, a copy of the message is transmitted to the receiver’s input queue and a negative copy (antimessage) is retained in the sender’s output queue for use in sender rollback.

   Whenever a message and its antimessage appear in the same queue, regardless of the order in which they arrived, they immediately annihilate each other resulting in shortening of the queue by one message.

   Generally when a message arrives at the input queue of a process with timestamp greater than the virtual clock time of its destination process, it is simply enqueued by the interrupt routine and the running process continues. But when the destination process’ virtual time is greater than the virtual time of the message received, the process must do a rollback.

   The first step in the rollback mechanism is to search the “state queue” for the last saved state with a timestamp that is less than the timestamp of the message received and restore it. We make the timestamp of the received message as the value of the local virtual clock and discard from the state queue all states saved after this time. Then the execution resumes forward from this point. Now all the messages that are sent between the current state and earlier state must be “unsent.” This is taken care of by executing a simple rule:

   *To unsend a message, simply transmit its antimessage.*

   This results in antimessages following the positive ones to the destination. A negative message causes a rollback at its destination if its virtual receive time is less than the receiver’s virtual time (just as a positive message does).

   Depending on the timing, there are several possibilities at the receiver’s end:

   1. If the original (positive) message has arrived but not yet been processed, its virtual receive time must be greater than the value in the receiver’s virtual clock. The negative message, having the same virtual receive time, will be enqueued and will not cause a rollback. It will, however, cause annihilation with the positive message leaving the receiver with no record of that message.
2. The second possibility is that the original positive message has a virtual receive time that is now in the present or past with respect to the receiver’s virtual clock and it may have already been partially or completely processed, causing side effects on the receiver’s state. In this case, the negative message will also arrive in the receiver’s past and cause the receiver to rollback to a virtual time when the positive message was received. It will also annihilate the positive message, leaving the receiver with no record that the message existed. When the receiver executes again, the execution will assume that these message never existed. Note that, as a result of the rollback, the process may send antimessages to other processes.

3. A negative message can also arrive at the destination before the positive one. In this case, it is enqueued and will be annihilated when the positive message arrives. If it is the negative message’s turn to be executed at a process’s input queue, the receiver may take any action like a no-op. Any action taken will eventually be rolled back when the corresponding positive message arrives. An optimization would be to skip the antimessage from the input queue and treat it as a no-op, and when the corresponding positive message arrives, it will annihilate the negative message, and inhibit any rollback.

The antimessage protocol has several advantages: it is extremely robust and works under all possible circumstances; it is free from deadlocks as there is no blocking; it is also free from domino effects. In the worst case, all processes in the system rollback to the same virtual time as the original and then proceed forward again.

3.8.5 Global control mechanism

The global control mechanism resolves the following issues:

- System global progress amidst rollback activity?
- Detection of global termination?
- Errors, I/O handling on rollbacks?
- Running out of memory while saving copies of messages?

How these issues are resolved by the global control mechanism will be discussed later; first we discuss the important concept of global virtual time.

Global virtual time

The concept of global virtual time (GVT) is central to the global control mechanism. Global virtual time [14] is a property of an instantaneous global snapshot of system at real time “r” and is defined as follows:

Global virtual time (GVT) at real time r is the minimum of:

1. all virtual times in all virtual clocks at time r; and
2. the virtual send times of all messages that have been sent but have not yet been processed at time “r”.
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GVT is defined in terms of the virtual send time of unprocessed messages, instead of the virtual receive time, because of the flow control (discussed below). If every event completes normally, if messages are delivered reliably, if the scheduler does not indefinitely postpone execution of the farthest behind process, and if there is sufficient memory, then GVT will eventually increase.

It is easily shown by induction that the message (sends, arrivals, and receipts) never decreases GVT even though local virtual time clocks roll back frequently. These properties make it appropriate to consider GVT as a virtual clock for the system as a whole and to use it as the measure of system progress. GVT can thus be viewed as a moving commitment horizon: any event with virtual time less than GVT cannot be rolled back and may be committed safely.

It is generally impossible for one time warp mechanism to know at any real time “r,” exactly what GVT is. But GVT can be characterized more operationally by its two properties discussed above. This characterization leads to a fast distributed GVT estimation algorithm that takes \( O(d) \) time, where “\( d \)” is the delay required for one broadcast to all processors in the system. The algorithm runs concurrently with the main computation and returns a value that is between the true GVT at the moment the algorithm starts and the true GVT at the moment of completion. Thus it gives a slightly out-of-date value for GVT which is the best one can get.

During execution of a virtual time system, time warp must periodically estimate GVT. A higher frequency of GVT estimation produces a faster response time and better space utilization at the expense of processor time and network bandwidth.

Applications of GVT
GVT finds several applications in a virtual time system using the time warp mechanism.

Memory management and flow control
An attractive feature of the time warp mechanism is that it is possible to give simple algorithms for managing memory. The time warp mechanism uses the concept of fossil detection where information older than GVT is destroyed to avoid memory overheads due to old states in state queues, messages stored in output queues, “past” messages in input queues that have already been processed, and “future” messages in input queues that have not yet been received.

There is another kind of memory overhead due to future messages in the input queues that have not yet been received. So, if a receiver’s memory is full of input messages, the time warp mechanism may be able to recover space by returning an unreceived message to the process that sent it and then rolling back to cancel out the sending event.
Normal termination detection
The time warp mechanism handles the termination detection problem through GVT. A process terminates whenever it runs out of messages and its local virtual clock is set to +inf. Whenever GVT reaches +inf, all local virtual clock variables must read +inf and no message can be in transit. No process can ever again unterminate by rolling back to a finite virtual time. The time warp mechanism signals termination whenever the GVT calculation returns “+inf” value in the system.

Error handling
Not all errors cause termination. Most of the errors can be avoided by rolling back the local virtual clock to some finite value. The error is only “committed” if it is impossible for the process to roll back to a virtual time on or before the error. The committed error is reported to some policy software or to the user.

Input and output
When a process sends a command to an output device, it is important that the physical output activity not be committed immediately because the sending process may rollback and cancel the output request. An output activity can only be performed when GVT exceeds the virtual receive time of the message containing the command.

Snapshots and crash recovery
An entire snapshot of the system at virtual time “t” can be constructed by a procedure in which each process “snapshots” itself as it passes virtual time t in the forward direction and “unsnapshots” itself whenever it rolls back over virtual time “t”. Whenever GVT exceeds “t,” the snapshot is complete and valid.

Example: distributed discrete event simulations
Distributed discrete event simulation [1, 16, 21] is the most studied example of virtual time systems; every process represents an object in the simulation and virtual time is identified with simulation time. The fundamental operation in discrete event simulation is for one process to schedule an event for execution by another process at a later simulation time. This is emulated by having the first process send a message to the second process with the virtual receive time of the message equal to the event’s scheduled time in the simulation. When an event message is received by a process, there are three possibilities: its timestamp is either before, after, or equal to the local value of simulation time.

If its timestamp is after the local time, an input event combination is formed and the appropriate action is taken. However, if the timestamp of the received event message is less than or equal to the local clock value, the process has
already processed an event combination with time greater than or equal to the incoming event. The process must then rollback to the time of the incoming message which is done by an elaborate checkpointing mechanism that allows earlier states to be restored. Essentially an earlier state is restored, input event combinations are rescheduled, and output events are cancelled by sending antimessages. The process has buffers that save past inputs, past states, and antimessages.

Distributed discrete event simulation is one of the most general applications of the virtual time paradigm because the virtual times of events are completely under the control of the user, and because it makes use of almost all the degrees of freedom allowed in the definition of a virtual time system.

### 3.9 Physical clock synchronization: NTP

#### 3.9.1 Motivation

In centralized systems, there is no need for clock synchronization because, generally, there is only a single clock. A process gets the time by simply issuing a system call to the kernel. When another process after that tries to get the time, it will get a higher time value. Thus, in such systems, there is a clear ordering of events and there is no ambiguity about the times at which these events occur.

In distributed systems, there is no global clock or common memory. Each processor has its own internal clock and its own notion of time. In practice, these clocks can easily drift apart by several seconds per day, accumulating significant errors over time. Also, because different clocks tick at different rates, they may not remain always synchronized although they might be synchronized when they start. This clearly poses serious problems to applications that depend on a synchronized notion of time. For most applications and algorithms that run in a distributed system, we need to know time in one or more of the following contexts:

- The time of the day at which an event happened on a specific machine in the network.
- The time interval between two events that happened on different machines in the network.
- The relative ordering of events that happened on different machines in the network.

Unless the clocks in each machine have a common notion of time, time-based queries cannot be answered. Some practical examples that stress the need for synchronization are listed below:

- In database systems, the order in which processes perform updates on a database is important to ensure a consistent, correct view of the database.
To ensure the right ordering of events, a common notion of time between co-operating processes becomes imperative.

- Liskov [10] states that clock synchronization improves the performance of distributed algorithms by replacing communication with local computation. When a node $p$ needs to query node $q$ regarding a property, it can deduce the property with some previous information it has about node $p$ and its knowledge of the local time in node $q$.

- It is quite common that distributed applications and network protocols use timeouts, and their performance depends on how well physically dispersed processors are time-synchronized. Design of such applications is simplified when clocks are synchronized.

Clock synchronization is the process of ensuring that physically distributed processors have a common notion of time. It has a significant effect on many problems like secure systems, fault diagnosis and recovery, scheduled operations, database systems, and real-world clock values. It is quite common that distributed applications and network protocols use timeouts, and their performance depends on how well physically dispersed processors are time-synchronized. Design of such applications is simplified when clocks are synchronized.

Due to different clocks rates, the clocks at various sites may diverge with time, and periodically a clock synchronization must be performed to correct this clock skew in distributed systems. Clocks are synchronized to an accurate real-time standard like UTC (Universal Coordinated Time). Clocks that must not only be synchronized with each other but also have to adhere to physical time are termed physical clocks.

### 3.9.2 Definitions and terminology

We provide the following definitions [13, 14]. $C_a$ and $C_b$ are any two clocks.

1. **Time** The time of a clock in a machine $p$ is given by the function $C_p(t)$, where $C_p(t) = t$ for a perfect clock.
2. **Frequency** Frequency is the rate at which a clock progresses. The frequency at time $t$ of clock $C_a$ is $C'_a(t)$.
3. **Offset** Clock offset is the difference between the time reported by a clock and the real time. The offset of the clock $C_a$ is given by $C_a(t) - t$. The offset of clock $C_a$ relative to $C_b$ at time $t \geq 0$ is given by $C_a(t) - C_b(t)$.
4. **Skew** The skew of a clock is the difference in the frequencies of the clock and the perfect clock. The skew of a clock $C_a$ relative to clock $C_b$ at time $t$ is $C'_a(t) - C'_b(t)$.

If the skew is bounded by $\rho$, then as per Eq.(3.1), clock values are allowed to diverge at a rate in the range of $1 - \rho$ to $1 + \rho$. 
5. **Drift (rate)** The drift of clock $C_a$ is the second derivative of the clock value with respect to time, namely, $C''_a(t)$. The drift of clock $C_a$ relative to clock $C_b$ at time $t$ is $C''_a(t) - C''_b(t)$.

### 3.9.3 Clock inaccuracies

Physical clocks are synchronized to an accurate real-time standard like UTC (Universal Coordinated Time).

However, due to the clock inaccuracy discussed above, a timer (clock) is said to be working within its specification if

$$1 - \rho \leq \frac{dC}{dt} \leq 1 + \rho,$$  \hspace{1cm} (3.1)

where constant $\rho$ is the maximum skew rate specified by the manufacturer. Figure 3.8 illustrates the behavior of fast, slow, and perfect clocks with respect to UTC.

**Offset delay estimation method**

The Network Time Protocol (NTP) [15], which is widely used for clock synchronization on the Internet, uses the offset delay estimation method. The design of NTP involves a hierarchical tree of time servers. The primary server at the root synchronizes with the UTC. The next level contains secondary servers, which act as a backup to the primary server. At the lowest level is the synchronization subnet which has the clients.

**Clock offset and delay estimation**

In practice, a source node cannot accurately estimate the local time on the target node due to varying message or network delays between the nodes. This protocol employs a very common practice of performing several trials and chooses the trial with the minimum delay. Recall that Cristian’s remote
Figure 3.9 Offset and delay estimation [15].

Figure 3.10 Timing diagram for the two servers [15].

clock reading method [3] also relied on the same strategy to estimate message delay.

Figure 3.9 shows how NTP timestamps are numbered and exchanged between peers A and B. Let $T_1, T_2, T_3, T_4$ be the values of the four most recent timestamps as shown. Assume that clocks A and B are stable and running at the same speed. Let $a = T_1 - T_3$ and $b = T_2 - T_4$. If the network delay difference from A to B and from B to A, called differential delay, is small, the clock offset $\theta$ and roundtrip delay $\delta$ of B relative to A at time $T_4$ are approximately given by the following:

\[
\theta = \frac{a + b}{2}, \quad \delta = a - b.
\]  

Each NTP message includes the latest three timestamps $T_1$, $T_2$, and $T_3$, while $T_4$ is determined upon arrival. Thus, both peers A and B can independently calculate delay and offset using a single bidirectional message stream as shown in Figure 3.10. The NTP protocol is shown in Figure 3.11.

3.10 Chapter summary

The concept of causality between events is fundamental to the design and analysis of distributed programs. The notion of time is basic to capture causality between events; however, there is no built-in physical time in distributed
Logical time

Figure 3.11 The network time protocol (NTP) synchronization protocol [15].

- A pair of servers in symmetric mode exchange pairs of timing messages.
- A store of data is then built up about the relationship between the two servers (pairs of offset and delay).

Specifically, assume that each peer maintains pairs \((O_i, D_i)\), where:

\( O_i \) – measure of offset \((\theta)\)
\( D_i \) – transmission delay of two messages \((\delta)\).

- The offset corresponding to the minimum delay is chosen. Specifically, the delay and offset are calculated as follows. Assume that message \(m\) takes time \(t\) to transfer and \(m'\) takes \(t'\) to transfer.

- The offset between A’s clock and B’s clock is \(O\). If A’s local clock time is \(A(t)\) and B’s local clock time is \(B(t)\), we have

\[
A(t) = B(t) + O. \tag{3.3}
\]

Then,

\[
T_{i-2} = T_{i-3} + t + O, \tag{3.4}
\]

\[
T_i = T_{i-1} - O + t'. \tag{3.5}
\]

Assuming \(t = t'\), the offset \(O_i\) can be estimated as

\[
O_i = (T_{i-2} - T_{i-3} + T_{i-1} - T_i)/2. \tag{3.6}
\]

The round-trip delay is estimated as

\[
D_i = (T_i - T_{i-3}) - (T_{i-1} - T_{i-2}). \tag{3.7}
\]

- The eight most recent pairs of \((O_i, D_i)\) are retained.
- The value of \(O_i\) that corresponds to minimum \(D_i\) is chosen to estimate \(O\).

systems and it is possible only to realize an approximation of it. Typically, a distributed computation makes progress in spurts and consequently logical time, which advances in jumps, is sufficient to capture the monotonicity property induced by causality in distributed systems. Causality among events in a distributed system is a powerful concept in reasoning, analyzing, and drawing inferences about a computation.

We presented a general framework of logical clocks in distributed systems and discussed three systems of logical clocks, namely, scalar, vector, and matrix clocks, that have been proposed to capture causality between events of
a distributed computation. These systems of clocks have been used to solve a variety of problems in distributed systems such as distributed algorithms design, debugging distributed programs, checkpointing and failure recovery, data consistency in replicated databases, discarding obsolete information, garbage collection, and termination detection.

In scalar clocks, the clock at a process is represented by an integer. The message and computation overheads are small, but the power of scalar clocks is limited—they are not strongly consistent. In vector clocks, the clock at a process is represented by a vector of integers. Thus, the message and computation overheads are likely to be high; however, vector clocks possess a powerful property—there is an isomorphism between the set of partially ordered events in a distributed computation and their vector timestamps. This is a very useful and interesting property of vector clocks that finds applications in several problem domains. In matrix clocks, the clock at a process is represented by a matrix of integers. Thus, the message and computation overheads are high; however, matrix clocks are very powerful—besides containing information about the direct dependencies, a matrix clock contains information about the latest direct dependencies of those dependencies. This information can be very useful in applications such as distributed garbage collection. Thus, the power of systems of clocks increases in the order of scalar, vector, and matrix, but so do the complexity and the overheads.

We discussed three efficient implementations of vector clocks; similar techniques can be used to efficiently implement matrix clocks. Singhal–Kshemkalyani’s differential technique exploits the fact that, between successive events at a process, only few entries of its vector clock are likely to change. Thus, when a process $p_i$ sends a message to a process $p_j$, it piggybacks only those entries of its vector clock that have changed since the last message send to $p_j$, reducing the communication and buffer (to store messages) overheads. Fowler–Zwaenepoel’s direct-dependency technique does not maintain vector clocks on-the-fly. Instead, a process only maintains information regarding direct dependencies on other processes. A vector timestamp for an event, that represents transitive dependencies on other processes, is constructed off-line from a recursive search of the direct dependency information at processes. Thus, the technique has low run-time overhead. In the Fowler–Zwaenepoel technique, however, a process must update and record its dependency vector after receiving a message but before sending out any message. If events occur very frequently, this technique will require recording the history of a large number of events. In the Jard–Jourdan technique, events can be adaptively observed while maintaining the capability of retrieving all the causal dependencies of an observed event.

Virtual time system is a paradigm for organizing and synchronizing distributed systems using virtual time. We discussed virtual time and its implementation using the time warp mechanism.
3.11 Exercises

Exercise 3.1 Why is it difficult to keep a synchronized system of physical clocks in distributed systems?

Exercise 3.2 If events corresponding to vector timestamps $V_{t_1}, V_{t_2}, \ldots, V_{t_n}$ are mutually concurrent, then prove that

$$(V_{t_1}[1], V_{t_2}[2], \ldots, V_{t_n}[n]) = \max(V_{t_1}, V_{t_2}, \ldots, V_{t_n}).$$

Exercise 3.3 If events $e_i$ and $e_j$ respectively occurred at processes $p_i$ and $p_j$ and are assigned vector timestamps $VT_{e_i}$ and $VT_{e_j}$, respectively, then show that

$$e_i \rightarrow e_j \iff VT_{e_i}[i] < VT_{e_j}[i].$$

Exercise 3.4 The size of matrix clocks is quadratic with respect to the system size. Hence the message overhead is likely to be substantial. Propose a technique for matrix clocks similar to that of Singhal–Kshemkalyani to decrease the volume of information transmitted in messages and stored at processes.

3.12 Notes on references

The idea of logical time was proposed by Lamport in 1978 [9] in an attempt to order events in distributed systems. He also suggested an implementation of logical time as a scalar time. Vector clocks were developed independently by Fidge [4], Mattern [12], and Schmuck [23]. Charron-Bost formally showed [2] that if vector clocks have to satisfy the strong consistency property, then the length of vector timestamps must be at least $n$. Efficient implementations of vector clocks can be found in [8, 25]. Matrix clocks was informally proposed by Michael and Fischer [7] and used by Wuu and Bernstein [28] and by Lynch and Sarin [22] to discard obsolete information. Raynal and Singhal present a survey of scalar, vector, and matrix clocks in [19]. More details on virtual time can be found in a classical paper by Jefferson [7]. A survey of physical clock synchronization in wireless sensor networks can be found in [27].
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Recording the global state of a distributed system on-the-fly is an important paradigm when one is interested in analyzing, testing, or verifying properties associated with distributed executions. Unfortunately, the lack of both a globally shared memory and a global clock in a distributed system, added to the fact that message transfer delays in these systems are finite but unpredictable, makes this problem non-trivial.

This chapter first defines consistent global states (also called consistent snapshots) and discusses issues which have to be addressed to compute consistent distributed snapshots. Then several algorithms to determine on-the-fly such snapshots are presented for several types of networks (according to the properties of their communication channels, namely, FIFO, non-FIFO, and causal delivery).

### 4.1 Introduction

A distributed computing system consists of spatially separated processes that do not share a common memory and communicate asynchronously with each other by message passing over communication channels. Each component of a distributed system has a local state. The state of a process is characterized by the state of its local memory and a history of its activity. The state of a channel is characterized by the set of messages sent along the channel less the messages received along the channel. The global state of a distributed system is a collection of the local states of its components.

Recording the global state of a distributed system is an important paradigm and it finds applications in several aspects of distributed system design. For examples, in detection of stable properties such as deadlocks [17] and termination [22], global state of the system is examined for certain properties;
for failure recovery, a global state of the distributed system (called a check-
point) is periodically saved and recovery from a processor failure is done
by restoring the system to the last saved global state [15]; for debugging
distributed software, the system is restored to a consistent global state [8,9]
and the execution resumes from there in a controlled manner. A snapshot
recording method has been used in the distributed debugging facility of Estelle
[11,13], a distributed programming environment. Other applications include
monitoring distributed events [30], such as in industrial process control,
setting distributed breakpoints [24], protocol specification and verification
[4,10,14], and discarding obsolete information [11].

Therefore, it is important that we have efficient ways of recording the
global state of a distributed system [6,16]. Unfortunately, there is no shared
memory and no global clock in a distributed system and the distributed nature
of the local clocks and local memory makes it difficult to record the global
state of the system efficiently.

If shared memory were available, an up-to-date state of the entire system
would be available to the processes sharing the memory. The absence of
shared memory necessitates ways of getting a coherent and complete view of
the system based on the local states of individual processes. A meaningful
global snapshot can be obtained if the components of the distributed system
record their local states at the same time. This would be possible if the
local clocks at processes were perfectly synchronized or if there were a
global system clock that could be instantaneously read by the processes.
However, it is technologically infeasible to have perfectly synchronized clocks
at various sites – clocks are bound to drift. If processes read time from
a single common clock (maintained at one process), various indeterminate
transmission delays during the read operation will cause the processes to
identify various physical instants as the same time. In both cases, the collection
of local state observations will be made at different times and may not be
meaningful, as illustrated by the following example.

**Example** Let S1 and S2 be two distinct sites of a distributed system which
maintain bank accounts A and B, respectively. A site refers to a process in
this example. Let the communication channels from site S1 to site S2 and
from site S2 to site S1 be denoted by $C_{12}$ and $C_{21}$, respectively. Consider
the following sequence of actions, which are also illustrated in the timing
diagram of Figure 4.1:

Time $t_0$: Initially, Account $A = $600, Account $B = $200, $C_{12} = $0,
$C_{21} = $0.

Time $t_1$: Site S1 initiates a transfer of $50 from Account A to Account B.
Account A is decremented by $50 to $550 and a request for $50 credit
to Account B is sent on Channel $C_{12}$ to site S2. Account A = $550,
Account B = $200, $C_{12} = $50, $C_{21} = $0.
Time $t_2$: Site S2 initiates a transfer of $80 from Account B to Account A. Account B is decremented by $80 to $120 and a request for $80 credit to Account A is sent on Channel $C_{21}$ to site S1. Account A = $550, Account B = $120, $C_{12} = $50, $C_{21} = $80.

Time $t_3$: Site S1 receives the message for a $80 credit to Account A and updates Account A. Account A = $630, Account B = $120, $C_{12} = $50, $C_{21} = $0.

Time $t_4$: Site S2 receives the message for a $50 credit to Account B and updates Account B. Account A = $630, Account B = $170, $C_{12} = $0, $C_{21} = $0.

Suppose the local state of Account A is recorded at time $t_0$ to show $600 and the local state of Account B and channels $C_{12}$ and $C_{21}$ are recorded at time $t_2$ to show $120, $50, and $80, respectively. Then the recorded global state shows $850 in the system. An extra $50 appears in the system. The reason for the inconsistency is that Account A’s state was recorded before the $50 transfer to Account B using channel $C_{12}$ was initiated, whereas channel $C_{12}$’s state was recorded after the $50 transfer was initiated.

This simple example shows that recording a consistent global state of a distributed system is not a trivial task. Recording activities of individual components must be coordinated appropriately. This chapter addresses the fundamental issue of recording a consistent global state in distributed computing systems.

Next section presents the system model and a formal definition of the notion of consistent global state. The subsequent sections present algorithms to record such global states under various communication models such as FIFO communication channels, non-FIFO communication channels, and causal delivery of messages. These algorithms are called snapshot recording algorithms.
4.2 System model and definitions

4.2.1 System model

The system consists of a collection of \( n \) processes, \( p_1, p_2, \ldots, p_n \), that are connected by channels. There is no globally shared memory and processes communicate solely by passing messages. There is no physical global clock in the system. Message send and receive is asynchronous. Messages are delivered reliably with finite but arbitrary time delay. The system can be described as a directed graph in which vertices represent the processes and edges represent unidirectional communication channels. Let \( C_{ij} \) denote the channel from process \( p_i \) to process \( p_j \).

Processes and channels have states associated with them. The state of a process at any time is defined by the contents of processor registers, stacks, local memory, etc., and may be highly dependent on the local context of the distributed application. The state of channel \( C_{ij} \), denoted by \( SC_{ij} \), is given by the set of messages in transit in the channel.

The actions performed by a process are modeled as three types of events, namely, internal events, message send events, and message receive events. For a message \( m_{ij} \) that is sent by process \( p_i \) to process \( p_j \), let \( \text{send}(m_{ij}) \) and \( \text{rec}(m_{ij}) \) denote its send and receive events, respectively. Occurrence of events changes the states of respective processes and channels, thus causing transitions in the global system state. For example, an internal event changes the state of the process at which it occurs. A send event (or a receive event) changes the state of the process that sends (or receives) the message and the state of the channel on which the message is sent (or received). The events at a process are linearly ordered by their order of occurrence.

At any instant, the state of process \( p_i \), denoted by \( LS_i \), is a result of the sequence of all the events executed by \( p_i \) up to that instant. For an event \( e \) and a process state \( LS_i, e \in LS_i \) iff \( e \) belongs to the sequence of events that have taken process \( p_i \) to state \( LS_i \). For an event \( e \) and a process state \( LS_i, e \not\in LS_i \) iff \( e \) does not belong to the sequence of events that have taken process \( p_i \) to state \( LS_i \).

A channel is a distributed entity and its state depends on the local states of the processes on which it is incident. For a channel \( C_{ij} \), the following set of messages can be defined based on the local states of the processes \( p_i \) and \( p_j \) [12]:

\[
\text{Transit}: \text{transit}(LS_i, LS_j) = \{ m_{ij} | \text{send}(m_{ij}) \in LS_i \land \text{rec}(m_{ij}) \notin LS_j \}. \]

Thus, if a snapshot recording algorithm records the state of processes \( p_i \) and \( p_j \) as \( LS_i \) and \( LS_j \), respectively, then it must record the state of channel \( C_{ij} \) as \( \text{transit}(LS_i, LS_j) \).

There are several models of communication among processes and different snapshot algorithms have assumed different models of communication. In
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the FIFO model, each channel acts as a first-in first-out message queue and, thus, message ordering is preserved by a channel. In the non-FIFO model, a channel acts like a set in which the sender process adds messages and the receiver process removes messages from it in a random order. A system that supports causal delivery of messages satisfies the following property: “for any two messages \( m_{ij} \) and \( m_{kj} \), if \( \text{send}(m_{ij}) \rightarrow \text{send}(m_{kj}) \), then \( \text{rec}(m_{ij}) \rightarrow \text{rec}(m_{kj}) \).”

Causally ordered delivery of messages implies FIFO message delivery. The causal ordering model is useful in developing distributed algorithms and may simplify the design of algorithms.

4.2.2 A consistent global state

The global state of a distributed system is a collection of the local states of the processes and the channels. Notationally, global state \( GS \) is defined as

\[
GS = \{ \bigcup_i LS_i, \bigcup_{i,j} SC_{ij} \}.
\]

A global state \( GS \) is a consistent global state iff it satisfies the following two conditions [16]:

\[\text{C1: } \text{send}(m_{ij}) \in LS_i \Rightarrow m_{ij} \in SC_{ij} \oplus \text{rec}(m_{ij}) \in LS_j \] (\( \oplus \) is the Ex-OR operator).

\[\text{C2: } \text{send}(m_{ij}) \notin LS_i \Rightarrow m_{ij} \notin SC_{ij} \land \text{rec}(m_{ij}) \notin LS_j.\]

Condition \( \text{C1} \) states the law of conservation of messages. Every message \( m_{ij} \) that is recorded as sent in the local state of a process \( p_i \) must be captured in the state of the channel \( C_{ij} \) or in the collected local state of the receiver process \( p_j \). Condition \( \text{C2} \) states that in the collected global state, for every effect, its cause must be present. If a message \( m_{ij} \) is not recorded as sent in the local state of process \( p_i \), then it must neither be present in the state of the channel \( C_{ij} \) nor in the collected local state of the receiver process \( p_j \).

In a consistent global state, every message that is recorded as received is also recorded as sent. Such a global state captures the notion of causality that a message cannot be received if it was not sent. Consistent global states are meaningful global states and inconsistent global states are not meaningful in the sense that a distributed system can never be in an inconsistent state.

4.2.3 Interpretation in terms of cuts

Cuts in a space–time diagram provide a powerful graphical aid in representing and reasoning about the global states of a computation. A cut is a line joining an arbitrary point on each process line that slices the space–time diagram into a PAST and a FUTURE. Recall that every cut corresponds to a global
state and every global state can be graphically represented by a cut in the computation’s space–time diagram [3].

A consistent global state corresponds to a cut in which every message received in the PAST of the cut has been sent in the PAST of that cut. Such a cut is known as a consistent cut. All the messages that cross the cut from the PAST to the FUTURE are captured in the corresponding channel state. For example, consider the space–time diagram for the computation illustrated in Figure 4.2. Cut $C_1$ is inconsistent because message $m_1$ is flowing from the FUTURE to the PAST. Cut $C_2$ is consistent and message $m_4$ must be captured in the state of channel $C_{21}$.

Note that in a consistent snapshot, all the recorded local states of processes are concurrent; that is, the recorded local state of no process casually affects the recorded local state of any other process. (Note that the notion of causality can be extended from the set of events to the set of recorded local states.)

4.2.4 Issues in recording a global state

If a global physical clock were available, the following simple procedure could be used to record a consistent global snapshot of a distributed system. In this, the initiator of the snapshot collection decides a future time at which the snapshot is to be taken and broadcasts this time to every process. All processes take their local snapshots at that instant in the global time. The snapshot of channel $C_{ij}$ includes all the messages that process $p_j$ receives after taking the snapshot and whose timestamp is smaller than the time of the snapshot. (All messages are timestamped with the sender’s clock.) Clearly, if channels are not FIFO, a termination detection scheme will be needed to determine when to stop waiting for messages on channels.

However, a global physical clock is not available in a distributed system and the following two issues need to be addressed in recording of a consistent global snapshot of a distributed system [16]:

Figure 4.2 An interpretation in terms of a cut.
**I1:** How to distinguish between the messages to be recorded in the snapshot (either in a channel state or a process state) from those not to be recorded. The answer to this comes from conditions C1 and C2 as follows:

Any message that is sent by a process before recording its snapshot, must be recorded in the global snapshot (from C1).

Any message that is sent by a process after recording its snapshot, must not be recorded in the global snapshot (from C2).

**I2:** How to determine the instant when a process takes its snapshot. The answer to this comes from condition C2 as follows:

A process \( p_j \) must record its snapshot before processing a message \( m_{ij} \) that was sent by process \( p_i \) after recording its snapshot.

We next discuss a set of representative snapshot algorithms for distributed systems. These algorithms assume different interprocess communication capabilities about the underlying system and illustrate how interprocess communication affects the design complexity of these algorithms. There are two types of messages: computation messages and control messages. The former are exchanged by the underlying application and the latter are exchanged by the snapshot algorithm. Execution of a snapshot algorithm is transparent to the underlying application, except for occasional delaying some of the actions of the application.

### 4.3 Snapshot algorithms for FIFO channels

This section presents the Chandy and Lamport algorithm [6], which was the first algorithm to record the global snapshot. We also present three variations of the Chandy and Lamport algorithm.

#### 4.3.1 Chandy–Lamport algorithm

The Chandy-Lamport algorithm uses a control message, called a *marker*. After a site has recorded its snapshot, it sends a *marker* along all of its outgoing channels before sending out any more messages. Since channels are FIFO, a marker separates the messages in the channel into those to be included in the snapshot (i.e., channel state or process state) from those not to be recorded in the snapshot. This addresses issue I1. The role of markers in a FIFO system is to act as delimiters for the messages in the channels so that the channel state recorded by the process at the receiving end of the channel satisfies the condition C2.

Since all messages that follow a marker on channel \( C_{ij} \) have been sent by process \( p_i \) after \( p_i \) has taken its snapshot, process \( p_j \) must record its snapshot no later than when it receives a marker on channel \( C_{ij} \). In general, a process
must record its snapshot no later than when it receives a marker on any of its incoming channels. This addresses issue 12.

**The algorithm**
The Chandy–Lamport snapshot recording algorithm is given in Algorithm 4.1. A process initiates snapshot collection by executing the *marker sending rule* by which it records its local state and sends a marker on each outgoing channel. A process executes the *marker receiving rule* on receiving a marker. If the process has not yet recorded its local state, it records the state of the channel on which the marker is received as empty and executes the *marker sending rule* to record its local state. Otherwise, the state of the incoming channel on which the marker is received is recorded as the set of computation messages received on that channel after recording the local state but before receiving the marker on that channel. The algorithm can be initiated by any process by executing the *marker sending rule*. The algorithm terminates after each process has received a marker on all of its incoming channels.

The recorded local snapshots can be put together to create the global snapshot in several ways. One policy is to have each process send its local snapshot to the initiator of the algorithm. Another policy is to have each process send the information it records along all outgoing channels, and to have each process receiving such information for the first time propagate it along its outgoing channels. All the local snapshots get disseminated to all other processes and all the processes can determine the global state.

Multiple processes can initiate the algorithm concurrently. If multiple processes initiate the algorithm concurrently, each initiation needs to be

---

**Marker sending rule** for process $p_i$  
(1) Process $p_i$ records its state.  
(2) For each outgoing channel $C$ on which a marker has not been sent, $p_i$ sends a marker along $C$ before $p_i$ sends further messages along $C$.

**Marker receiving rule** for process $p_j$  
On receiving a marker along channel $C$:  
if $p_j$ has not recorded its state then  
  Record the state of $C$ as the empty set  
  Execute the “marker sending rule”  
else  
  Record the state of $C$ as the set of messages received along $C$ after $p_j$'s state was recorded and before $p_j$ received the marker along $C$

---

*Algorithm 4.1* The Chandy–Lamport algorithm.
distinguished by using unique markers. Different initiations by a process are identified by a sequence number.

Correctness
To prove the correctness of the algorithm, we show that a recorded snapshot satisfies conditions C1 and C2. Since a process records its snapshot when it receives the first marker on any incoming channel, no messages that follow markers on the channels incoming to it are recorded in the process’s snapshot. Moreover, a process stops recording the state of an incoming channel when a marker is received on that channel. Due to FIFO property of channels, it follows that no message sent after the marker on that channel is recorded in the channel state. Thus, condition C2 is satisfied. When a process \( p_j \) receives message \( m_{ij} \) that precedes the marker on channel \( C_{ij} \), it acts as follows: if process \( p_j \) has not taken its snapshot yet, then it includes \( m_{ij} \) in its recorded snapshot. Otherwise, it records \( m_{ij} \) in the state of the channel \( C_{ij} \). Thus, condition C1 is satisfied.

Complexity
The recording part of a single instance of the algorithm requires \( O(e) \) messages and \( O(d) \) time, where \( e \) is the number of edges in the network and \( d \) is the diameter of the network.

4.3.2 Properties of the recorded global state

The recorded global state may not correspond to any of the global states that occurred during the computation. Consider two possible executions of the snapshot algorithm (shown in Figure 4.3) for the money transfer example of Figure 4.2:

![Figure 4.3 Timing diagram of two possible executions of the banking example.](image-url)
1. (Markers shown using dashed-and-dotted arrows.) Let site S1 initiate the algorithm just after $t_1$. Site S1 records its local state (account $A = $550) and sends a marker to site S2. The marker is received by site S2 after $t_4$. When site S2 receives the marker, it records its local state (account $B = $170), the state of channel $C_{12}$ as 0, and sends a marker along channel $C_{21}$. When site S1 receives this marker, it records the state of channel $C_{21}$ as $80$. The $800 amount in the system is conserved in the recorded global state,

$$A = 550, B = 170, C_{12} = 0, C_{21} = 80.$$ 

2. (Markers shown using dotted arrows.) Let site S1 initiate the algorithm just after $t_0$ and before sending the $50 for S2. Site S1 records its local state (account $A = $600) and sends a marker to site S2. The marker is received by site S2 between $t_2$ and $t_3$. When site S2 receives the marker, it records its local state (account $B = $120), the state of channel $C_{12}$ as 0, and sends a marker along channel $C_{21}$. When site S1 receives this marker, it records the state of channel $C_{21}$ as $80$. The $800 amount in the system is conserved in the recorded global state,

$$A = 600, B = 120, C_{12} = 0, C_{21} = 80.$$ 

In both these possible runs of the algorithm, the recorded global states never occurred in the execution. This happens because a process can change its state asynchronously before the markers it sent are received by other sites and the other sites record their states.

Nevertheless, as we discuss next, the system could have passed through the recorded global states in some equivalent executions. Suppose the algorithm is initiated in global state $S_i$ and it terminates in global state $S_f$. Let $seq$ be the sequence of events that takes the system from $S_i$ to $S_f$. Let $S^*$ be the global state recorded by the algorithm. Chandy and Lamport [6] showed that there exists a sequence $seq'$ which is a permutation of $seq$ such that $S^*$ is reachable from $S_i$ by executing a prefix of $seq'$ and $S_f$ is reachable from $S^*$ by executing the rest of the events of $seq'$.

A brief sketch of the proof is as follows: an event $e$ is defined as a pre-recording/post-recording event if $e$ occurs on a process $p$ and $p$ records its state after/before $e$ in $seq$. A post-recording event may occur after a pre-recording event only if the two events occur on different processes. It is shown that a post-recording event can be swapped with an immediately following pre-recording event in a sequence without affecting the local states of either of the two processes on which the two events occur. By iteratively applying this operation to $seq$, the above-described permutation $seq'$ is obtained. It is then shown that $S^*$, the global state recorded by the algorithm for the processes and channels, is the state after all the pre-recording events have been executed, but before any post-recording event.
Thus, the recorded global state is a valid state in an equivalent execution and if a stable property (i.e., a property that persists such as termination or deadlock) holds in the system before the snapshot algorithm begins, it holds in the recorded global snapshot. Therefore, a recorded global state is useful in detecting stable properties.

A physical interpretation of the collected global state is as follows: consider the two instants of recording of the local states in the banking example. If the cut formed by these instants is viewed as being an elastic band and if the elastic band is stretched so that it is vertical, then recorded states of all processes occur simultaneously at one physical instant, and the recorded global state occurs in the execution that is depicted in this modified space–time diagram. This is called the rubber-band criterion. For example, consider the two different executions of the snapshot algorithm, depicted in Figure 4.3. For the execution for which the markers are shown using dashed-and-dotted arrows, the instants of the local state recordings are marked by squares. Applying the rubber-band criterion, these can be stretched to be vertical or instantaneous. Similarly, for the other execution for which the markers are shown using dotted arrows, the instants of local state recordings are marked by circles. Note that the system execution would have been like this, had the processors’ speeds and message delays been different. Yet another physical interpretation of the collected global state is as follows: all the recorded process states are mutually concurrent – no recorded process state causally depends upon another. Therefore, logically we can view that all these process states occurred simultaneously even though they might have occurred at different instants in physical time.

4.4 Variations of the Chandy–Lamport algorithm

Several variants of the Chandy–Lamport snapshot algorithm followed. These variants refined and optimized the basic algorithm. For example, the Spezialetti and Kearns algorithm [29] optimizes concurrent initiation of snapshot collection and efficiently distributes the recorded snapshot. Venkatesan’s algorithm [32] optimizes the basic snapshot algorithm to efficiently record repeated snapshots of a distributed system that are required in recovery algorithms with synchronous checkpointing.

4.4.1 Spezialetti–Kearns algorithm

There are two phases in obtaining a global snapshot: locally recording the snapshot at every process and distributing the resultant global snapshot to all the initiators. Spezialetti and Kearns [29] provided two optimizations to the Chandy–Lamport algorithm. The first optimization combines snapshots concurrently initiated by multiple processes into a single snapshot. This
optimization is linked with the second optimization, which deals with the efficient distribution of the global snapshot. A process needs to take only one snapshot, irrespective of the number of concurrent initiators and all processes are not sent the global snapshot. This algorithm assumes bi-directional channels in the system.

**Efficient snapshot recording**

In the Spezialetti–Kearns algorithm, a marker carries the identifier of the initiator of the algorithm. Each process has a variable `master` to keep track of the initiator of the algorithm. When a process executes the “marker sending rule” on the receipt of its first marker, it records the initiator’s identifier carried in the received marker in the `master` variable. A process that initiates the algorithm records its own identifier in the `master` variable.

A key notion used by the optimizations is that of a region in the system. A region encompasses all the processes whose `master` field contains the identifier of the same initiator. A region is identified by the initiator’s identifier. When there are multiple concurrent initiators, the system gets partitioned into multiple regions.

When the initiator’s identifier in a marker received along a channel is different from the value in the `master` variable, a concurrent initiation of the algorithm is detected and the sender of the marker lies in a different region. The identifier of the concurrent initiator is recorded in a local variable `id-border-set`. The process receiving the marker does not take a snapshot for this marker and does not propagate this marker. Thus, the algorithm efficiently handles concurrent snapshot initiations by suppressing redundant snapshot collections – a process does not take a snapshot or propagate a snapshot request initiated by a process if it has already taken a snapshot in response to some other snapshot initiation.

The state of the channel is recorded just as in the Chandy–Lamport algorithm (including those that cross a border between regions). This enables the snapshot recorded in one region to be merged with the snapshot recorded in the adjacent region. Thus, even though markers arriving at a node contain identifiers of different initiators, they are considered part of the same instance of the algorithm for the purpose of channel state recording.

Snapshot recording at a process is complete after it has received a marker along each of its channels. After every process has recorded its snapshot, the system is partitioned into as many regions as the number of concurrent initiations of the algorithm. The variable `id-border-set` at a process contains the identifiers of the neighboring regions.

**Efficient dissemination of the recorded snapshot**

The Spezialetti–Kearns algorithm efficiently assembles the snapshot as follows: in the snapshot recording phase, a forest of spanning trees is implicitly created in the system. The initiator of the algorithm is the root of a spanning
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tree and all processes in its region belong to its spanning tree. If process $p_i$ executed the “marker sending rule” because it received its first marker from process $p_j$, then process $p_j$ is the parent of process $p_i$ in the spanning tree. When a leaf process in the spanning tree has recorded the states of all incoming channels, the process sends the locally recorded state (local snapshot, id-border-set) to its parent in the spanning tree. After an intermediate process in a spanning tree has received the recorded states from all its child processes and has recorded the states of all incoming channels, it forwards its locally recorded state and the locally recorded states of all its descendent processes to its parent.

When the initiator receives the locally recorded states of all its descendents from its children processes, it assembles the snapshot for all the processes in its region and the channels incident on these processes. The initiator knows the identifiers of initiators in adjacent regions using id-border-set information it receives from processes in its region. The initiator exchanges the snapshot of its region with the initiators in adjacent regions in rounds. In each round, an initiator sends to initiators in adjacent regions, any new information obtained from the initiator in the adjacent region during the previous round of message exchange. A round is complete when an initiator receives information, or the blank message (signifying no new information will be forthcoming) from all initiators of adjacent regions from which it has not already received a blank message.

The message complexity of snapshot recording is $O(e)$ irrespective of the number of concurrent initiations of the algorithm. The message complexity of assembling and disseminating the snapshot is $O(rn^2)$ where $r$ is the number of concurrent initiations.

4.4.2 Venkatesan’s incremental snapshot algorithm

Many applications require repeated collection of global snapshots of the system. For example, recovery algorithms with synchronous checkpointing need to advance their checkpoints periodically. This can be achieved by repeated invocations of the Chandy–Lamport algorithm. Venkatesan [32] proposed the following efficient approach: execute an algorithm to record an incremental snapshot since the most recent snapshot was taken and combine it with the most recent snapshot to obtain the latest snapshot of the system. The incremental snapshot algorithm of Venkatesan [32] modifies the global snapshot algorithm of Chandy–Lamport to save on messages when computation messages are sent only on a few of the network channels, between the recording of two successive snapshots.

The incremental snapshot algorithm assumes bidirectional FIFO channels, the presence of a single initiator, a fixed spanning tree in the network, and four types of control messages: init_snap, regular, and ack. init_snap, and snap_completed messages traverse the spanning tree edges. regular and ack
messages, which serve to record the state of non-spanning edges, are not sent on those edges on which no computation message has been sent since the previous snapshot.

Venkatesan [32] showed that the lower bound on the message complexity of an incremental snapshot algorithm is $\Omega(u + n)$, where $u$ is the number of edges on which a computation message has been sent since the previous snapshot. Venkatesan’s algorithm achieves this lower bound in message complexity.

The algorithm works as follows: snapshots are assigned version numbers and all algorithm messages carry this version number. The initiator notifies all the processes the version number of the new snapshot by sending init_snap messages along the spanning tree edges. A process follows the “marker sending rule” when it receives this notification or when it receives a regular message with a new version number. The “marker sending rule” is modified so that the process sends regular messages along only those channels on which it has sent computation messages since the previous snapshot, and the process waits for ack messages in response to these regular messages. When a leaf process in the spanning tree receives all the ack messages it expects, it sends a snap_completed message to its parent process. When a non-leaf process in the spanning tree receives all the ack messages it expects, as well as a snap_completed message from each of its child processes, it sends a snap_completed message to its parent process.

The algorithm terminates when the initiator has received all the ack messages it expects, as well as a snap_completed message from each of its child processes. The selective manner in which regular messages are sent has the effect that a process does not know whether to expect a regular message on an incoming channel. A process can be sure that no such message will be received and that the snapshot is complete only when it executes the “marker sending rule” for the next initiation of the algorithm.

### 4.4.3 Helary’s wave synchronization method

Helary’s snapshot algorithm [12] incorporates the concept of message waves in the Chandy–Lamport algorithm. A wave is a flow of control messages such that every process in the system is visited exactly once by a wave control message, and at least one process in the system can determine when this flow of control messages terminates. A wave is initiated after the previous wave terminates. Wave sequences may be implemented by various traversal structures such as a ring. A process begins recording the local snapshot when it is visited by the wave control message.

In Helary’s algorithm, the “marker sending rule” is executed when a control message belonging to the wave flow visits the process. The process then forwards a control message to other processes, depending on the wave traversal structure, to continue the wave’s progression. The “marker receiving rule”
is modified so that if the process has not recorded its state when a marker
is received on some channel, the “marker receiving rule” is not executed and
no messages received after the marker on this channel are processed until the
control message belonging to the wave flow visits the process. Thus, each
process follows the “marker receiving rule” only after it is visited by a control
message belonging to the wave.

Note that in this algorithm, the primary function of wave synchronization
is to evaluate functions over the recorded global snapshot. This algorithm
has a message complexity of $O(e)$ to record a snapshot (because all channels
need to be traversed to implement the wave).

An example of this function is the number of messages in transit to each
process in a global snapshot, and whether the global snapshot is strongly
consistent. For this function, each process maintains two vectors, $SENT$ and
$RECD$. The $i$th elements of these vectors indicate the number of messages
sent to/received from process $i$, respectively, since the previous visit of a
wave control message. The wave control messages carry a global abstract
counter vector whose $i$th entry indicates the number of messages in transit
to process $i$. These entries in the vector are updated using the $SENT$ and
$RECD$ vectors at each node visited. When the control wave terminates,
the number of messages in transit to each process as recorded in the snapshot
is known.

**4.5 Snapshot algorithms for non-FIFO channels**

A FIFO system ensures that all messages sent after a marker on a chan-
nel will be delivered after the marker. This ensures that condition $C2$
is satisfied in the recorded snapshot if $LS_i$, $LS_j$, and $SC_{ij}$ are recorded as
described in the Chandy–Lamport algorithm. In a non-FIFO system, the prob-
lem of global snapshot recording is complicated because a marker cannot
be used to delineate messages into those to be recorded in the global state
from those not to be recorded in the global state. In such systems, different
techniques have to be used to ensure that a recorded global state satisfies
condition $C2$.

In a non-FIFO system, either some degree of inhibition (i.e., temporarily
delaying the execution of an application process or delaying the send of a
computation message) or piggybacking of control information on computa-
tion messages to capture out-of-sequence messages is necessary to record a
consistent global snapshot [31]. The non-FIFO algorithm by Helary uses
message inhibition [12]. The non-FIFO algorithms by Lai and Yang [18],
Li et al. [20], and Mattern [23] use message piggybacking to distinguish
computation messages sent after the marker from those sent before the marker.

The non-FIFO algorithm of Helary [12] uses message inhibition to avoid
an inconsistency in a global snapshot in the following way: when a process
receives a marker, it immediately returns an acknowledgement. After a process $p_i$ has sent a marker on the outgoing channel to process $p_j$, it does not send any messages on this channel until it is sure that $p_j$ has recorded its local state. Process $p_i$ can conclude this if it has received an acknowledgement for the marker sent to $p_j$, or it has received a marker for this snapshot from $p_j$.

We next discuss snapshot recording algorithms for systems with non-FIFO channels that use piggybacking of computation messages.

### 4.5.1 Lai–Yang algorithm

Lai and Yang’s global snapshot algorithm for non-FIFO systems [18] is based on two observations on the role of a marker in a FIFO system. The first observation is that a marker ensures that condition C2 is satisfied for $LS_i$ and $LS_j$ when the snapshots are recorded at processes $p_i$ and $p_j$, respectively. The Lai–Yang algorithm fulfills this role of a marker in a non-FIFO system by using a coloring scheme on computation messages that works as follows:

1. Every process is initially white and turns red while taking a snapshot. The equivalent of the “marker sending rule” is executed when a process turns red.
2. Every message sent by a white (red) process is colored white (red). Thus, a white (red) message is a message that was sent before (after) the sender of that message recorded its local snapshot.
3. Every white process takes its snapshot at its convenience, but no later than the instant it receives a red message.

Thus, when a white process receives a red message, it records its local snapshot before processing the message. This ensures that no message sent by a process after recording its local snapshot is processed by the destination process before the destination records its local snapshot. Thus, an explicit marker message is not required in this algorithm and the “marker” is piggybacked on computation messages using a coloring scheme.

The second observation is that the marker informs process $p_j$ of the value of $\{ \text{send}(m_{ij}) | \text{send}(m_{ij}) \in LS_i \}$ so that the state of the channel $C_{ij}$ can be computed as $\text{transit}(LS_i, LS_j)$. The Lai–Yang algorithm fulfills this role of the marker in the following way:

4. Every white process records a history of all white messages sent or received by it along each channel.
5. When a process turns red, it sends these histories along with its snapshot to the initiator process that collects the global snapshot.
6. The initiator process evaluates $\text{transit}(LS_i, LS_j)$ to compute the state of a channel $C_{ij}$ as given below:
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\[ SC_{ij} = \text{white messages sent by } p_i \text{ on } C_{ij} - \text{white messages received by } p_j \text{ on } C_{ij} \]

\[ = \{m_{ij} | \text{send}(m_{ij}) \in LS_i \} - \{m_{ij} | \text{rec}(m_{ij}) \in LS_j \}. \]

Condition C2 holds because a red message is not included in the snapshot of the recipient process and a channel state is the difference of two sets of white messages. Condition C1 holds because a white message \( m_{ij} \) is included in the snapshot of process \( p_j \) if \( p_j \) receives \( m_{ij} \) before taking its snapshot. Otherwise, \( m_{ij} \) is included in the state of channel \( C_{ij} \).

Though marker messages are not required in the algorithm, each process has to record the entire message history on each channel as part of the local snapshot. Thus, the space requirements of the algorithm may be large. However, in applications (such as termination detection) where the number of messages in transit in a channel is sufficient, message histories can be replaced by integer counters reducing the space requirement. Lai and Yang describe how the size of the local storage and snapshot recording can be reduced by storing only the messages sent and received since the previous snapshot recording, assuming that the previous snapshot is still available. This approach can be very useful in applications that require repeated snapshots of a distributed system.

4.5.2 Li et al.‘s algorithm

Li et al.’s algorithm [20] for recording a global snapshot in a non-FIFO system is similar to the Lai–Yang algorithm. Markers are tagged so as to generalize the red/white colors of the Lai–Yang algorithm to accommodate repeated invocations of the algorithm and multiple initiators. In addition, the algorithm is not concerned with the contents of computation messages and the state of a channel is computed as the number of messages in transit in the channel. A process maintains two counters for each incident channel to record the number of messages sent and received on the channel and reports these counter values with its snapshot to the initiator. This simplification is combined with the incremental technique to compute channel states, which reduces the size of message histories to be stored and transmitted. The initiator computes the state of \( C_{ij} \) as: (the number of messages in \( C_{ij} \) in the previous snapshot) + (the number of messages sent on \( C_{ij} \) since the last snapshot at process \( p_i \)) − (the number of messages received on \( C_{ij} \) since the last snapshot at process \( p_j \)).

Snapshots initiated by an initiator are assigned a sequence number. All messages sent after a local snapshot recording are tagged by a tuple \(< \text{init}_\text{id}, MKNO >\), where \text{init}_\text{id} is the initiator’s identifier and \( MKNO \) is the sequence number of the algorithm’s most recent invocation by initiator \text{init}_\text{id}; to insure liveness, markers with tags similar to the above tags are
explicitly sent only on all outgoing channels on which no messages might be
sent. The tuple \(<init\_id, MKNO>\) is a generalization of the red/white colors
used in Lai–Yang to accommodate repeated invocations of the algorithm and
multiple initiators.

For simplicity, we explain this algorithm using the framework of the Lai–
Yang algorithm. The local state recording is done as described by rules 1–3
of the Lai–Yang algorithm.

A process maintains input/output counters for the number of messages
sent and received on each incident channel after the last snapshot (by that
initiator). The algorithm is not concerned with the contents of computation
messages and so the computation of the state of a channel is simplified to
computing the number of messages in transit in the channel. This simplifi-
cation is combined with an incremental technique for computing in-transit
messages, also suggested independently by Lai and Yang [18], for reducing
the size of the entire message history to be locally stored and to be recorded
in a local snapshot to compute channel states. The initiator of the algorithm
maintains a variable \(TRANSIT_{ij}\) for the number of messages in transit in the
channel from process \(p_i\) to process \(p_j\), as recorded in the previous snapshot.
The channel states are recorded as described in rules 4–6 of the Lai–Yang
algorithm:

4. Every white process records a history, as input and output counters, of all
white messages sent or received by it along each channel after the previous
snapshot (by the same initiator).
5. When a process turns red, it sends these histories (i.e., input and output
counters) along with its snapshot to the initiator process that collects the
global snapshot.
6. The initiator process computes the state of channel \(C_{ij}\) as follows:

\[
SC_{ij} = transit(LS_i, LS_j) = TRANSIT_{ij}
+ (#messages sent on that channel since the last snapshot)
- (#messages received on that channel since the last snapshot).
\]

If the initiator initiates a snapshot before the completion of the previous
snapshot, it is possible that some process may get a message with a lower
sequence number after participating in a snapshot initiated later. In this case,
the algorithm uses the snapshot with the higher sequence number to also
create the snapshot for the lower sequence number.

The algorithm works for multiple initiators if separate input/output counters
are associated with each initiator, and marker messages and the tag fields
carry a vector of tuples, with one tuple for each initiator.

Though this algorithm does not require any additional message to record a
global snapshot provided computation messages are eventually sent on each
channel, the local storage and size of tags on computation messages are of
size $O(n)$, where $n$ is the number of initiators. The Spezialetti and Kearns technique \cite{29} of combining concurrently initiated snapshots can be used with this algorithm.

4.5.3 Mattern’s algorithm

Mattern’s algorithm \cite{23} is based on vector clocks. Recall that, in vector clocks, the clock at a process in an integer vector of length $n$, with one component for each process.

Mattern’s algorithm assumes a single initiator process and works as follows:

1. The initiator “ticks” its local clock and selects a future vector time $s$ at which it would like a global snapshot to be recorded. It then broadcasts this time $s$ and freezes all activity until it receives all acknowledgements of the receipt of this broadcast.

2. When a process receives the broadcast, it remembers the value $s$ and returns an acknowledgement to the initiator.

3. After having received an acknowledgement from every process, the initiator increases its vector clock to $s$ and broadcasts a dummy message to all processes. (Observe that before broadcasting this dummy message, the local clocks of other processes have a value $\not\geq s$.)

4. The receipt of this dummy message forces each recipient to increase its clock to a value $\geq s$ if not already $\geq s$.

5. Each process takes a local snapshot and sends it to the initiator when (just before) its clock increases from a value less than $s$ to a value $\geq s$. Observe that this may happen before the dummy message arrives at the process.

6. The state of $C_{ij}$ is all messages sent along $C_{ij}$, whose timestamp is smaller than $s$ and which are received by $p_j$ after recording $LS_j$.

Processes record their local snapshot as per rule 5. Any message $m_{ij}$ sent by process $p_i$ after it records its local snapshot $LS_i$ has a timestamp $> s$. Assume that this $m_{ij}$ is received by process $p_j$ before it records $LS_j$. After receiving this $m_{ij}$ and before $p_j$ records $LS_j$, $p_j$’s local clock reads a value $> s$, as per rules for updating vector clocks. This implies $p_j$ must have already recorded $LS_j$ as per rule 5, which contradicts the assumption. Therefore, $m_{ij}$ cannot be received by $p_j$ before it records $LS_j$. By rule 6, $m_{ij}$ is not recorded in $SC_{ij}$ and therefore, condition C2 is satisfied. Condition C1 holds because each message $m_{ij}$ with a timestamp less than $s$ is included in the snapshot of process $p_j$ if $p_j$ receives $m_{ij}$ before taking its snapshot. Otherwise, $m_{ij}$ is included in the state of channel $C_{ij}$.

The following observations about the above algorithm lead to various optimizations: (i) The initiator can be made a “virtual” process—so no process has to freeze. (ii) As long as a new higher value of $s$ is selected, the phase of broadcasting $s$ and returning the acks can be eliminated. (iii) Only the initiator’s component of $s$ is used to determine when to record a snapshot.
Also, one needs to know only if the initiator’s component of the vector timestamp in a message has increased beyond the value of the corresponding component in $s$. Therefore, it suffices to have just two values of $s$, say, white and red, which can be represented using one bit.

With these optimizations, the algorithm becomes similar to the Lai–Yang algorithm except for the manner in which $\text{transit}(LS_i, LS_j)$ is evaluated for channel $C_{ij}$. In Mattern’s algorithm, a process is not required to store message histories to evaluate the channel states. The state of any channel is the set of all the white messages that are received by a red process on which that channel is incident. A termination detection scheme for non-FIFO channels is required to detect that no white messages are in transit to ensure that the recording of all the channel states is complete. One of the following schemes can be used for termination detection:

1. Each process $i$ keeps a counter $\text{cntr}_i$ that indicates the difference between the number of white messages it has sent and received before recording its snapshot. It reports this value to the initiator process along with its snapshot and forwards all white messages, it receives henceforth, to the initiator. Snapshot collection terminates when the initiator has received $\sum_i \text{cntr}_i$ number of forwarded white messages.

2. Each red message sent by a process carries a piggybacked value of the number of white messages sent on that channel before the local state recording. Each process keeps a counter for the number of white messages received on each channel. A process can detect termination of recording the states of incoming channels when it receives as many white messages on each channel as the value piggybacked on red messages received on that channel.

The savings of not storing and transmitting entire message histories, over the Lai–Yang algorithm, comes at the expense of delay in the termination of the snapshot recording algorithm and need for a termination detection scheme (e.g., a message counter per channel).

### 4.6 Snapshots in a causal delivery system

Two global snapshot recording algorithms, namely, Acharya–Badrinath [1] and Alagar–Venkatesan [2] assume that the underlying system supports causal message delivery. The causal message delivery property $\text{CO}$ provides a built-in message synchronization to control and computation messages. Consequently, snapshot algorithms for such systems are considerably simplified. For example, these algorithms do not send control messages (i.e., markers) on every channel and are simpler than the snapshot algorithms for a FIFO system.

Several protocols exist for implementing causal ordering [5,6,26,28].
4.6.1 Process state recording

Both these algorithms use an identical principle to record the state of processes. An initiator process broadcasts a token, denoted as token, to every process including itself. Let the copy of the token received by process \( p_i \) be denoted \( \text{token}_i \). A process \( p_i \) records its local snapshot \( LS_i \) when it receives \( \text{token}_i \) and sends the recorded snapshot to the initiator. The algorithm terminates when the initiator receives the snapshot recorded by each process.

These algorithms do not require each process to send markers on each channel, and the processes do not coordinate their local snapshot recordings with other processes. Nonetheless, for any two processes \( p_i \) and \( p_j \), the following property (called property \( P1 \)) is satisfied:

\[
\text{send}(m_{ij}) \not\in LS_i \Rightarrow \text{rec}(m_{ij}) \not\in LS_j.
\]

This is due to the causal ordering property of the underlying system as explained next. Let a message \( m_{ij} \) be such that \( \text{rec}(\text{token}_i) \rightarrow \text{send}(m_{ij}) \). Then \( \text{send}(\text{token}_j) \rightarrow \text{send}(m_{ij}) \) and the underlying causal ordering property ensures that \( \text{rec}(\text{token}_j) \), at which instant process \( p_j \) records \( LS_j \), happens before \( \text{rec}(m_{ij}) \). Thus, \( m_{ij} \), whose send is not recorded in \( LS_i \), is not recorded as received in \( LS_j \).

Methods of channel state recording are different in these two algorithms and are discussed next.

4.6.2 Channel state recording in Acharya–Badrinath algorithm

Each process \( p_i \) maintains arrays \( SENT_i[1, \ldots, N] \) and \( RECD_i[1, \ldots, N] \). \( SENT_i[j] \) is the number of messages sent by process \( p_i \) to process \( p_j \) and \( RECD_i[j] \) is the number of messages received by process \( p_i \) from process \( p_j \). The arrays may not contribute to the storage complexity of the algorithm because the underlying causal ordering protocol may require these arrays to enforce causal ordering.

Channel states are recorded as follows: when a process \( p_i \) records its local snapshot \( LS_i \) on the receipt of \( \text{token}_i \), it includes arrays \( RECD_i \) and \( SENT_i \) in its local state before sending the snapshot to the initiator. When the algorithm terminates, the initiator determines the state of channels in the global snapshot being assembled as follows:

1. The state of each channel from the initiator to each process is empty.
2. The state of channel from process \( p_i \) to process \( p_j \) is the set of messages whose sequence numbers are given by \( \{RECD_i[i] + 1, \ldots, SENT_i[j]\} \).

We will now show that the algorithm satisfies conditions \( C1 \) and \( C2 \).

Let a message \( m_{ij} \) be such that \( \text{rec}(\text{token}_i) \rightarrow \text{send}(m_{ij}) \). Clearly, \( \text{send}(\text{token}_j) \rightarrow \text{send}(m_{ij}) \) and the sequence number of \( m_{ij} \) is greater than \( SENT_i[j] \). Therefore, \( m_{ij} \) is not recorded in \( SC_{ij} \). Thus,
send($m_{ij}$)$ \notin LS_i \Rightarrow m_{ij} \notin SC_{ij}$. This in conjunction with property $P1$ implies that the algorithm satisfies condition $C2$.

Consider a message $m_{ij}$ which is the $k^{th}$ message from process $p_i$ to process $p_j$ before $p_i$ takes its snapshot. The two possibilities below imply that condition $C1$ is satisfied:

- Process $p_j$ receives $m_{ij}$ before taking its snapshot. In this case, $m_{ij}$ is recorded in $p_j$’s snapshot.
- Otherwise, $RECD_j[i] \leq k \leq SENT_i[j]$ and the message $m_{ij}$ will be included in the state of channel $C_{ij}$.

This algorithm requires $2n$ messages and 2 time units for recording and assembling the snapshot, where one time unit is required for the delivery of a message. If the contents of messages in channels state are required, the algorithm requires $2n$ messages and 2 time units additionally.

### 4.6.3 Channel state recording in Alagar–Venkatesan algorithm

A message is referred to as old if the send of the message causally precedes the send of the token. Otherwise, the message is referred to as new. Whether a message is new or old can be determined by examining the vector timestamp in the message, which is needed to enforce causal ordering among messages.

In the Alagar–Venkatesan algorithm [2], channel states are recorded as follows:

1. When a process receives the token, it takes its snapshot, initializes the state of all channels to empty, and returns $Done$ message to the initiator. Now onwards, a process includes a message received on a channel in the channel state only if it is an old message.
2. After the initiator has received $Done$ message from all processes, it broadcasts a $Terminate$ message.
3. A process stops the snapshot algorithm after receiving a $Terminate$ message.

An interesting observation is that a process receives all the old messages in its incoming channels before it receives the $Terminate$ message. This is ensured by the underlying causal message delivery property.

The causal ordering property ensures that no new message is delivered to a process prior to the token and only old messages are recorded in the channel states. Thus, send($m_{ij}$)$ \notin LS_i \Rightarrow m_{ij} \notin SC_{ij}$. This together with property $P1$ implies that condition $C2$ is satisfied. Condition $C1$ is satisfied because each old message $m_{ij}$ is delivered either before the token is delivered or before the $Terminate$ is delivered to a process and thus gets recorded in $LS_i$ or $SC_{ij}$, respectively.

A comparison of the salient features of the various snapshot recording algorithms discussed is given in Table 4.1.
4.7 Monitoring global state

Several applications such as debugging a distributed program need to detect a system state which is determined by the values of variables on a subset of processes. This state can be expressed as a predicate on variables distributed across the involved processes. Rather than recording and evaluating snapshots at regular intervals, it is more efficient to monitor changes to the variables that affect the predicate and evaluate the predicate only when some component variable changes.

Spezialetti and Kearns [30] proposed a technique, called simultaneous regions, for the consistent monitoring of distributed systems to detect global predicates. A process whose local variable is a component of the global predicate informs a monitor whenever the value of the variable changes. This

Table 4.1 A comparison of snapshot algorithms.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chandy–Lamport [7]</td>
<td>Baseline algorithm. Requires FIFO channels. $O(e)$ messages to record snapshot and $O(d)$ time.</td>
</tr>
<tr>
<td>Spezialetti–Kearns [29]</td>
<td>Improvements over [7]: supports concurrent initiators, efficient assembly and distribution of a snapshot. Assumes bidirectional channels. $O(e)$ messages to record, $O(rn^2)$ messages to assemble and distribute snapshot.</td>
</tr>
<tr>
<td>Venkatesan [32]</td>
<td>Based on [7]. Selective sending of markers. Provides message-optimal incremental snapshots. $\Omega(n + u)$ messages to record snapshot.</td>
</tr>
<tr>
<td>Helary [12]</td>
<td>Based on [7]. Uses wave synchronization. Evaluates function over recorded global state. Adaptable to non-FIFO systems but requires inhibition.</td>
</tr>
<tr>
<td>Li et al. [20]</td>
<td>Similar to [18]. Small message history needed as channel states are computed incrementally.</td>
</tr>
<tr>
<td>Mattern [23]</td>
<td>Similar to [18]. No message history required. Termination detection (e.g., a message counter per channel) required to compute channel states.</td>
</tr>
<tr>
<td>Acharya–Badrinath [1]</td>
<td>Requires causal delivery support. Centralized computation of channel states. Channel message contents need not be known. Requires $2n$ messages, 2 time units.</td>
</tr>
<tr>
<td>Alagar-Venkatesan [2]</td>
<td>Requires causal delivery support. Distributed computation of channel states. Requires $3n$ messages, 3 time units, small messages.</td>
</tr>
</tbody>
</table>

$n = \#$ processes, $u = \#$ edges on which messages were sent after previous snapshot, $e = \#$ channels, $d =$ diameter of the network, $r =$ $\#$ concurrent initiators.
process also coerces other processes to inform the monitor of the values of their variables that are components of the global predicate. The monitor evaluates the global predicate when it receives the next message from each of the involved processes, informing it of the value(s) of their local variable(s). The periods of local computation on each process between the \( i \)th and the \( i+1 \)st events at which the values of the local component(s) of the global predicate are reported to the monitor are defined to be the \( i+1 \)st simultaneous regions. The above scheme is extended to arrange multiple monitors hierarchically to evaluate complex global predicates.

### 4.8 Necessary and sufficient conditions for consistent global snapshots

Many applications (such as transparent failure recovery, distributed debugging, monitoring distributed events, setting distributed breakpoints, protocol specification and verification, etc.) require that local process states are periodically recorded and analyzed during execution or post mortem. A saved intermediate state of a process during its execution is called a **local checkpoint** of the process. A global snapshot of a distributed system is a set of local checkpoints one from each process and it represents a snapshot of the distributed computation execution at some instant. A global snapshot is consistent if there is no causal path between any two distinct checkpoints in the global snapshot. Therefore, a consistent snapshot consists of a set of local states that occurred concurrently or had a potential to occur simultaneously. This condition for the consistency of a global snapshot (that no causal path between any two checkpoints) is only the necessary condition but it is not the sufficient condition. In this section, we present the necessary and sufficient conditions under which a local checkpoint or a set of arbitrary collection of local checkpoints can be grouped with checkpoints at other processes to form a consistent global snapshot.

Processes take checkpoints asynchronously. Each checkpoint taken by a process is assigned a unique sequence number. The \( i \)th (\( i \geq 0 \)) checkpoint of process \( p_p \) is assigned the sequence number \( i \) and is denoted by \( C_{p,i} \). We assume that each process takes an initial checkpoint before execution begins and takes a virtual checkpoint after execution ends. The \( i \)th **checkpoint interval** of process \( p_p \) consists of all the computation performed between its \( (i-1) \)th and \( i \)th checkpoints (and includes the \( (i-1) \)th checkpoint but not \( i \)th).

We first show with the help of an example that even if two local checkpoints do not have a causal path between them (i.e., neither happened before the other using Lamport’s happen before relation), they may not belong to the same consistent global snapshot. Consider the execution shown in Figure 4.4. Although neither of the checkpoints \( C_{1,1} \) and \( C_{1,2} \) happened before the other, they cannot be grouped together with a checkpoint on process \( p_2 \) to form a
consistently global snapshot. No checkpoint on $p_2$ can be grouped with both $C_{1,1}$ and $C_{3,2}$ while maintaining the consistency. Because of message $m_4$, $C_{3,2}$ cannot be consistent with $C_{2,1}$ or any earlier checkpoint in $p_2$, and because of message $m_3$, $C_{1,1}$ cannot be consistent with $C_{2,2}$ or any later checkpoint in $p_2$. Thus, no checkpoint on $p_2$ is available to form a consistent global snapshot with $C_{1,1}$ and $C_{3,2}$.

To describe the necessary and sufficient conditions for a consistent snapshot, Netzer and Xu [25] defined a generalization of the Lamport’s happens before relation, called a zigzag path. A checkpoint $C_{i,j}$ happens before a checkpoint $C_{x,y}$ (or a causal path exists between two checkpoints) if a sequence of messages exists from $C_{i,j}$ to $C_{x,y}$ such that each message is sent after the previous one in the sequence is received. A zigzag path between two checkpoints is a causal path, however, and allows a message to be sent before the previous one in the path is received. For example, in Figure 4.4, although a causal path does not exist from $C_{1,1}$ to $C_{3,2}$, a zigzag path does exist from $C_{1,1}$ to $C_{3,2}$. This zigzag path is formed by messages $m_3$ and $m_4$. This zigzag path means that no consistent snapshot exists in this execution that contains both $C_{1,1}$ and $C_{3,2}$.

Several applications require saving or analyzing consistent snapshots and zigzag paths have implications on such applications. For example, the state from which a distributed computation must restart after a crash must be consistent. Consistency ensures that no process is restarted from a state that has recorded the receipt of a message (called an orphan message) that no other process claims to have sent in the rolled back state. Processes take local checkpoints independently and a consistent global snapshot/checkpoint is found from the local checkpoints for a crash recovery. Clearly, due to zigzag paths, not all checkpoints taken by the processes will belong to a consistent snapshot. By reducing the number of zigzag paths in the local checkpoints taken by processes, one can increase the number of local checkpoints that belong to a consistent snapshot, thus minimizing the roll back necessary to find a consistent snapshot.1 This can be achieved by tracking zigzag paths online and allowing each process to adaptively take checkpoints at certain

---

1 In the worst case, the system would have to restart its execution right from the beginning after repeated rollbacks.
points in the execution so that the number of checkpoints that cannot belong to a consistent snapshot is minimized.

4.8.1 Zigzag paths and consistent global snapshots

In this section, we provide a formal definition of zigzag paths and use zigzag paths to characterize condition under which a set of local checkpoints together can belong to the same consistent snapshot. We then present two special cases: first, the conditions for an arbitrary checkpoint to be useful (i.e., a consistent snapshot exists that contains this checkpoint), and second, the conditions for two arbitrary checkpoints to belong to the same consistent snapshot.

A zigzag path

Recall that if a global snapshot is consistent, then none of its checkpoints happened before the other (i.e., there is no causal path between any two checkpoints in the snapshot). However, as explained earlier using Figure 4.4, if we have two checkpoints such that none of them happened before the other, it is still not sufficient to ensure that they can belong together to the same consistent snapshot. This happens when a zigzag path exists between such checkpoints. A zigzag path is defined as a generalization of Lamport’s happens before relation.

**definition 4.1** A zigzag path exists from a checkpoint \( C_{x,i} \) to a checkpoint \( C_{y,j} \) iff there exists messages \( m_1, m_2, \ldots, m_n \) \((n \geq 1)\) such that

1. \( m_1 \) is sent by process \( p_x \) after \( C_{x,i} \);
2. if \( m_k \) \((1 \leq k \leq n)\) is received by process \( p_z \), then \( m_{k+1} \) is sent by \( p_z \) in the same or a later checkpoint interval (although \( m_{k+1} \) may be sent before or after \( m_k \) is received);
3. \( m_n \) is received by process \( p_y \) before \( C_{y,j} \).

For example, in Figure 4.4, a zigzag path exists from \( C_{1,1} \) to \( C_{3,2} \) due to messages \( m_3 \) and \( m_4 \). Even though process \( p_2 \) sends \( m_4 \) before receiving \( m_3 \), it does these in the same checkpoint interval. However, a zigzag path does not exist from \( C_{1,2} \) to \( C_{3,3} \) (due to messages \( m_5 \) and \( m_6 \)) because process \( p_2 \) sends \( m_6 \) and receives \( m_5 \) in different checkpoint intervals.

**definition 4.2** A checkpoint \( C \) is involved in a zigzag cycle iff there is a zigzag path from \( C \) to itself.

For example, in Figure 4.5, \( C_{2,1} \) is on a zigzag cycle formed by messages \( m_1 \) and \( m_2 \). Note that messages \( m_1 \) and \( m_2 \) are respectively sent and received in the same checkpoint interval at \( p_1 \).

Difference between a zigzag path and a causal path

It is important to understand the difference between a causal path and a zigzag path. A causal path exists from a checkpoint A to another checkpoint B iff
there is chain of messages starting after A and ending before B such that each message is sent after the previous one in the chain is received. A zigzag path consists of such a message chain, however, a message in the chain can be sent before the previous one in the chain is received, as long as the send and receive are in the same checkpoint interval. Thus a causal path is always a zigzag path, but a zigzag path need not be a causal path.

Figure 4.4 illustrates the difference between causal and zigzag paths. A causal path exists from $C_{1,0}$ to $C_{3,1}$ formed by chain of messages $m_1$ and $m_2$; this causal path is also a zigzag path. Similarly, a zigzag path exists from $C_{1,1}$ to $C_{3,2}$ formed by the chain of messages $m_3$ and $m_4$. Since the receive of $m_3$ happened after the send of $m_4$, this zigzag path is not a causal path and $C_{1,1}$ does not happen before $C_{3,2}$.

Another difference between a zigzag path and a causal path is that a zigzag path can form a cycle but a causal path never forms a cycle. That is, it is possible for a zigzag path to exist from a checkpoint back to itself, called a zigzag cycle. In contrast, causal paths can never form cycles. A zigzag path may form a cycle because a zigzag path need not represent causality – in a zigzag path, we allow a message to be sent before the previous message in the path is received as long as the send and receive are in the same interval. Figure 4.5 shows a zigzag cycle involving $C_{2,1}$, formed by messages $m_1$ and $m_2$.

**Consistent global snapshots**

Netzer and Xu [25] proved that if no zigzag path (or cycle) exists between any two checkpoints from a set $S$ of checkpoints, then a consistent snapshot can be formed that includes the set $S$ of checkpoints, and vice versa.

For a formal proof, the readers should consult the original paper. Here we give an intuitive explanation. Intuitively, if a zigzag path exists between two checkpoints, and that zigzag path is also a causal path, then the checkpoints are ordered and hence cannot belong to the same consistent snapshot. If the zigzag path between two checkpoints is not a causal path, a consistent snapshot cannot be formed that contains both the checkpoints. The zigzag nature of the path causes any snapshot that includes the two checkpoints to be inconsistent. To visualize the effect of a zigzag path, consider a snapshot

![Figure 4.5 A zigzag cycle, inconsistent snapshot, and consistent snapshot.](image-url)
line through the two checkpoints. Because of the existence of a zigzag path between the two checkpoints, the snapshot line will always cross a message that causes one of the checkpoints to happen before the other, making the snapshot inconsistent. Figure 4.5 illustrates this. Two snapshot lines are drawn from $C_{1,1}$ to $C_{3,2}$. The zigzag path from $C_{1,1}$ to $C_{3,2}$ renders both the snapshot lines to be inconsistent. This is because messages $m_3$ and $m_4$ cross either snapshot line in a way that orders the two of its checkpoints.

Conversely, if no zigzag path exists between two checkpoints (including zigzag cycles), then it is always possible to construct a consistent snapshot that includes these two checkpoints. We can form a consistent snapshot by including the first checkpoint at every process that has no zigzag path to either checkpoint. Note that messages can cross a consistent snapshot line as long as they do not cause any of the line’s checkpoints to happen before each other. For example, in Figure 4.5, $C_{1,2}$ and $C_{2,3}$ can be grouped with $C_{3,1}$ to form a consistent snapshot even though message $m_4$ crosses the snapshot line.

To summarize:

- the absence of a causal path between checkpoints in a snapshot corresponds to the necessary condition for a consistent snapshot, and the absence of a zigzag path between checkpoints in a snapshot corresponds to the necessary and sufficient conditions for a consistent snapshot;
- a set of checkpoints $S$ can be extended to a consistent snapshot if and only if no checkpoint in $S$ has a zigzag path to any other checkpoint in $S$;
- a checkpoint can be a part of a consistent snapshot if and only if it is not involved in a Z-cycle.

### 4.9 Finding consistent global snapshots in a distributed computation

We now address the problem to determine how individual local checkpoints can be combined with those from other processes to form global snapshots that are consistent. A solution to this problem forms the basis for many algorithms and protocols that must record consistent snapshots on-the-fly or determine post-mortem which global snapshots are consistent.

Netzer and Xu [25] proved the necessary and sufficient conditions to construct a consistent snapshot from a set of checkpoints $S$. However, they did not define the set of possible consistent snapshots and did not present an algorithm to construct them. Manivannan–Netzer–Singhal [21] analyzed the set of all consistent snapshots that can be built from a set of checkpoints $S$. They proved exactly which sets of local checkpoints from other processes

---

2 A snapshot line is a line drawn through a set of checkpoints.
can be combined with those in S to form a consistent snapshot. They also developed an algorithm that enumerates all such consistent snapshots.

We define the following notations due to Wang \[33, 34\].

**definition 4.3** Let A, B be individual checkpoints and R, S be sets of checkpoints. Let \(\sim\) be a relation defined over checkpoints and sets of checkpoints such that

1. \(A \sim B\) iff a Z-path exists from A to B;
2. \(A \sim S\) iff a Z-path exists from A to some member of S;
3. \(S \sim A\) iff a Z-path exists from some member of S to A;
4. \(R \sim S\) iff a Z-path exists from some member of R to some member of S.

\(S \not\sim S\) defines that no Z-path (including a Z-cycle) exists from any member of S to any other member of S and implies that checkpoints in S are all from different processes.

Using the above notations, the results of Netzer and Xu can be expressed as follows:

**Theorem 4.1** A set of checkpoints \(S\) can be extended to a consistent global snapshot if and only if \(S \not\sim S\).

**Corollary 4.1** A checkpoint \(C\) can be part of a consistent global snapshot if and only if it is not involved in a Z-cycle.

**Corollary 4.2** A set of checkpoints \(S\) is a consistent global snapshot if and only if \(S \not\sim S\) and \(|S| = N\), where \(N\) is the number of processes.

### 4.9.1 Finding consistent global snapshots

We now discuss exactly which consistent snapshots can be built from a set of checkpoints \(S\). We also present an algorithm to enumerate these consistent snapshots.

**Extending \(S\) to a consistent snapshot**

Given a set \(S\) of checkpoints such that \(S \not\sim S\), we first discuss what checkpoints from other processes can be combined with \(S\) to build a consistent global snapshot. The result is based on the following three observations.

**First observation**

None of the checkpoints that have a Z-path to or from any of the checkpoints in \(S\) can be used. This is because from Theorem 4.1, no checkpoints between which a Z-path exists can ever be part of a consistent snapshot. Thus, only those checkpoints that have no Z-paths to or from any of the checkpoints in \(S\) are candidates for inclusion in the consistent snapshot. We call the set of all such candidates the **Z-cone** of \(S\). Similarly, we call the set of all
checkpoints that have no causal path to or from any checkpoint in $S$ the \textit{C-cone} of $S$.

The Z-cone and C-cone help us reason about orderings and consistency. Since a causal path is always Z-path, the Z-cone of $S$ is a subset of the C-cone of $S$ for an arbitrary $S$, as shown in Figure 4.6. Note that if a Z-path exists from checkpoint $C_{p,i}$ in process $p_p$ to a checkpoint in $S$, then a Z-path also exists from every checkpoint in $p_p$ preceding $C_{p,i}$ to the same checkpoint in $S$ (because Z-paths are transitive). Likewise, if a Z-path exists from a checkpoint in $S$ to a checkpoint $C_{q,j}$ in process $p_q$, then a Z-path also exists from the same checkpoint in $S$ to every checkpoint in $p_q$ following $C_{q,j}$. Causal paths are also transitive and similar results hold for them.

\textbf{Second observation}

Although candidates for building a consistent snapshot from $S$ must lie in the Z-cone of $S$, not all checkpoints in the Z-cone can form a consistent snapshot with $S$. From Corollary 4.1, if a checkpoint in the Z-cone is involved in a Z-cycle, then it cannot be part of a consistent snapshot. Lemma 4.1 below states that if we remove from consideration all checkpoints in the Z-cone that are involved in Z-cycles, then each of the remaining checkpoints can be combined with $S$ to build a consistent snapshot.

First we define the set of useful checkpoints with respect to set $S$.

---

3 These terms are inspired by the so-called light cone of an event $e$, which is the set of all events with causal paths from $e$ (i.e., events in $e$'s future). Although the light cone of $e$ contains events ordered after $e$, we define the Z-cone and C-cone of $S$ to be those events with no zigzag or causal ordering, respectively, to or from any member of $S$. 
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**Definition 4.4** Let $S$ be a set of checkpoints such that $S \not\preceq S$. Then, for each process $p_q$, the set $S_{\text{useful}}^q$ is defined as

$$S_{\text{useful}}^q = \{C_{q,i} \mid (S \not\preceq C_{q,i}) \land (C_{q,i} \not\preceq S) \land (C_{q,i} \not\preceq C_{q,i})\}.$$ 

In addition, we define

$$S_{\text{useful}} = \bigcup_q S_{\text{useful}}^q.$$ 

Thus, with respect to set $S$, a checkpoint $C$ is useful if $C$ does not have a zigzag path to any checkpoint in $S$, no checkpoint in $S$ has a zigzag path to $C$, and $C$ is not on a Z-cycle.

**Lemma 4.1** Let $S$ be a set of checkpoints such that $S \not\preceq S$. Let $C_{q,i}$ be any checkpoint of process $p_q$ such that $C_{q,i} \not\in S$. Then $S \cup \{C_{q,i}\}$ can be extended to a consistent snapshot if and only if $C_{q,i} \in S_{\text{useful}}$.

We omit the proof of the lemma and interested readers can refer to the original paper [21] for a proof.

**Lemma 4.1** states that if we are given a set $S$ such that $S \not\preceq S$, we are guaranteed that any single checkpoint from $S_{\text{useful}}$ can belong to a consistent global snapshot that also contains $S$.

**Third observation**

However, if we attempt to build a consistent snapshot from $S$ by choosing a subset $T$ of checkpoints from $S_{\text{useful}}$ to combine with $S$, there is no guarantee that the checkpoints in $T$ have no Z-paths between them. In other words, although none of the checkpoints in $S_{\text{useful}}$ has a Z-path to or from any checkpoint in $S$, Z-paths may exist between members of $S_{\text{useful}}$. Therefore, we place one final constraint on the set $T$ we choose from $S_{\text{useful}}$ to build a consistent snapshot from $S$: checkpoints in $T$ must have no Z-paths between them. Furthermore, since $S \not\preceq S$, from Theorem 4.1, at least one such $T$ must exist.

**Theorem 4.2** Let $S$ be a set of checkpoints such that $S \not\preceq S$ and let $T$ be any set of checkpoints such that $S \cap T = \emptyset$. Then, $S \cup T$ is a consistent global snapshot if and only if

1. $T \subseteq S_{\text{useful}}$;
2. $T \not\preceq T$;
3. $|S \cup T| = N$.

We omit the proof of the theorem and interested readers can refer to the original paper [21] for a proof.
4.9.2 Manivannan–Netzer–Singhal algorithm for enumerating consistent snapshots

In the previous section, we showed which checkpoints can be used to extend a set of checkpoints \( S \) to a consistent snapshot. We now present an algorithm due to Manivannan–Netzer–Singhal [21] that explicitly computes all consistent snapshots that include a given set \( S \) of checkpoints. The algorithm restricts its selection of checkpoints to those within the Z-cone of \( S \) and it checks for the presence of Z-cycles within the Z-cone. In the next section, we discuss how to detect Z-cones and Z-paths using a graph by Wang [33, 34].

\[
\begin{align*}
(1) & \quad \text{ComputeAllCgs}(S) \{ \\
(2) & \quad \text{let } G = \emptyset \\
(3) & \quad \text{if } S \not\succeq S \text{ then} \\
(4) & \quad \text{let } AllProcs \text{ be the set of all processes not represented in } S \\
(5) & \quad \text{ComputeAllCgsFrom}(S, AllProcs) \\
(6) & \quad \text{return } G \\
(7) & \} \\
(8) & \quad \text{ComputeAllCgsFrom}(T, ProcSet) \{ \\
(9) & \quad \text{if } (ProcSet = \emptyset) \text{ then} \\
(10) & \quad \quad G = G \cup \{T\} \\
(11) & \quad \text{else} \\
(12) & \quad \quad \text{let } p_q \text{ be any process in } ProcSet \\
(13) & \quad \quad \quad \text{for each checkpoint } C \in T^q_{useful} \text{ do} \\
(14) & \quad \quad \quad \quad \text{ComputeAllCgsFrom}(T \cup \{C\}, ProcSet \setminus \{p_q\}) \\
(15) & \quad \} \\
\end{align*}
\]

Algorithm 4.2 Algorithm for computing all consistent snapshots containing \( S \) [21].

The algorithm is shown in Algorithm 4.2 and it computes all consistent snapshots that include a given set \( S \). The function \( \text{ComputeAllCgs}(S) \) returns the set of all consistent checkpoints that contain \( S \). The heart of the algorithm is the function \( \text{ComputeAllCgsFrom}(T, ProcSet) \) which extends a set of checkpoints \( T \) in all possible consistent ways, but uses checkpoints only from processes in the set \( ProcSet \). After verifying that \( S \not\succeq S \), \( \text{ComputeAllCgs} \) calls \( \text{ComputeAllCgsFrom} \), passing a \( ProcSet \) consisting of the processes not represented in \( S \) (lines 2–5). The resulting consistent snapshots are collected in the global variable \( G \) that is returned (line 6). It is worth noting that if \( S = \emptyset \), the algorithm computes all consistent snapshots that exist in the execution.

The recursive function \( \text{ComputeAllCgsFrom}(T, ProcSet) \) works by choosing any process from \( ProcSet \), say \( p_q \), and iterating through all checkpoints \( C \) in \( T^q_{useful} \). From Lemma 4.1, each such checkpoint extends \( T \) toward a consistent snapshot. This means \( T \cup C \) can itself be further extended, eventually arriving at a consistent snapshot. Since this further extension is simply...
another instance of constructing all consistent snapshots that contain checkpoints from a given set, we make a recursive call (line 14), passing $T \cup C$ and a \textit{ProcSet} from which process $p_q$ is removed. The recursion eventually terminates when the passed set contains checkpoints from all processes (i.e., \textit{ProcSet} is empty). In this case $T$ is a global snapshot, as it contains one checkpoint from every process, and is added to $G$ (line 10). When the algorithm terminates, all candidates in $S_{useful}$ have been used in extending $S$, so $G$ contains all consistent snapshots that contain $S$.

The following theorem argues the correctness of the algorithm.

\textbf{Theorem 4.3} Let $S$ be a set of checkpoints and $G$ be the set returned by \text{ComputeAllCgs}(S). If $S \not\supseteq S$, then $T \in G$ if and only if $T$ is a consistent snapshot containing $S$. That is, $G$ contains exactly the consistent snapshots that contain $S$.

We omit the proof of the theorem and interested readers can refer to the original paper [21] for a proof.

\subsection*{4.9.3 Finding Z-paths in a distributed computation}

Tracking Z-paths on-the-fly is difficult and remains an open problem. We describe a method for determining the existence of Z-paths between checkpoints in a distributed computation that has terminated or has stopped execution, using the rollback-dependency graph (R-graph) introduced by Wang [33,34]. First, we present the definition of an R-graph.

\textbf{Definition 4.5} The rollback-dependency graph of a distributed computation is a directed graph $G = (V,E)$, where the vertices $V$ are the checkpoints of the distributed computation, and an edge $(C_{p,i}, C_{q,j})$ from checkpoint $C_{p,i}$ to checkpoint $C_{q,j}$ belongs to $E$ if

1. $p = q$ and $j = i + 1$, or
2. $p \neq q$ and a message $m$ sent from the $i$th checkpoint interval of $p_p$ is received by $p_q$ in its $j$th checkpoint interval ($i, j > 0$).

\textbf{Construction of an R-graph} When a process $p_p$ sends a message $m$ in its $i$th checkpoint interval, it piggybacks the pair $(p, i)$ with the message. When the receiver $p_q$ receives $m$ in its $j$th checkpoint interval, it records the existence of an edge from $C_{p,i}$ to $C_{q,j}$. When a process wants to construct the R-graph for finding Z-paths between checkpoints, it broadcasts a request message to collect the existing direct dependencies from all other processes and constructs the complete R-graph. We assume that each process stops execution after it sends a reply to the request so that additional dependencies between checkpoints are not formed while the R-graph is being constructed. For each process, a volatile
checkpoint is added; the volatile checkpoint represents the volatile state of the process \cite{33,34}.

**Example 4.1 An R-graph** Figure 4.8 shows the R-graph of the computation shown in Figure 4.7. In Figure 4.8, $C_{1,3}$, $C_{2,3}$, and $C_{3,3}$ represent the volatile checkpoints, the checkpoints representing the last state the process attained before terminating.

We denote the fact that there is a path from $C$ to $D$ in the R-graph by $C \sim_{rd} D$. It only denotes the existence of a path; it does not specify any particular path. For example, in Figure 4.8, $C_{1,0} \sim_{rd} C_{3,2}$. When we need to specify a particular path, we give the sequence of checkpoints that constitute the path. For example, $(C_{1,0}, C_{1,1}, C_{1,2}, C_{2,1}, C_{3,1}, C_{3,2})$ is a path from $C_{1,0}$ to $C_{3,2}$ and $(C_{1,0}, C_{1,1}, C_{1,2}, C_{2,1}, C_{2,2}, C_{2,3}, C_{3,2})$ is also a path from $C_{1,0}$ to $C_{3,2}$.

The following theorem establishes the correspondence between the paths in the R-graph and the Z-paths between checkpoints. This correspondence is very useful in determining whether or not a Z-path exists between two given checkpoints.

**Theorem 4.4** Let $G = (V, E)$ be the R-graph of a distributed computation. Then, for any two checkpoints $C_{p,i}$ and $C_{q,j}$, $C_{p,i} \sim_{rd} C_{q,j}$ if and only if

1. $p = q$ and $i < j$, or
2. $C_{p,i+1} \sim_{rd} C_{q,j}$ in $G$ (note that in this case $p$ could still be equal to $q$).

For example, in the distributed computation shown in Figure 4.7, a zigzag path exists from $C_{1,1}$ to $C_{3,1}$ because in the corresponding R-graph, shown in Figure 4.8, $C_{1,2} \sim_{rd} C_{3,1}$. Likewise, $C_{2,1}$ is on a Z-cycle because in the corresponding R-graph, shown in Figure 4.8, $C_{2,2} \sim_{rd} C_{2,1}$.
Recording global state of a distributed system is an important paradigm in the design of the distributed systems and the design of efficient methods of recording the global state is an important issue. Recording of global state of a distributed system is complicated due to the lack of both a globally shared memory and a global clock in a distributed system. This chapter first presented a formal definition of the global state of a distributed system and exposed issues related to its capture; it then described several algorithms to record a snapshot of a distributed system under various communication models.

Table 4.1 gives a comparison of the salient features of the various snapshot recording algorithms. Clearly, the higher the level of abstraction provided by a communication model, the simpler the snapshot algorithm. However, there is no best performing snapshot algorithm and an appropriate algorithm can be chosen based on the application’s requirement. For examples, for termination detection, a snapshot algorithm that computes a channel state as the number of messages is adequate; for checkpointing for recovery from failures, an incremental snapshot algorithm is likely to be the most efficient; for global state monitoring, rather than recording and evaluating complete snapshots at regular intervals, it is more efficient to monitor changes to the variables that affect the predicate and evaluate the predicate only when some component variable changes.

As indicated in the introduction, the paradigm of global snapshots finds a large number of applications (such as detection of stable properties, checkpointing, monitoring, debugging, analyses of distributed computation, discarding of obsolete information). Moreover, in addition to the problems they solve, the algorithms presented in this chapter are of great importance to people interested in distributed computing as these algorithms illustrate the incidence of properties of communication channels (FIFO, non-FIFO, causal ordering) on the design of a class of distributed algorithms.

We also discussed the necessary and sufficient conditions for consistent snapshots. The non-causal path between checkpoints in a snapshot corresponds to the necessary condition for consistent snapshot, and the non-zigzag path corresponds to the necessary and sufficient conditions for consistent snapshot. Tracking of zigzag path is helpful in forming a global consistent snapshot. The avoidance of zigzag path between any pair of checkpoints from a collection of checkpoints (snapshot) is the necessary and sufficient conditions for a consistent global snapshot. Avoidance of causal paths alone will not be sufficient for consistency.

We also presented an algorithm for finding all consistent snapshots containing a given set $S$ of local checkpoints; if we take $S = \emptyset$, then the algorithm gives the set of all consistent snapshots of a distributed computation run. We established the correspondence between the Z-paths and the paths in the R-graph which helps in finding the existence of Z-paths between checkpoints.
4.11 Exercises

Exercise 4.1 Consider the following simple method to collect a global snapshot (it may not always collect a consistent global snapshot): an initiator process takes its snapshot and broadcasts a request to take snapshot. When some other process receives this request, it takes a snapshot. Channels are not FIFO.

Prove that such a collected distributed snapshot will be consistent iff the following holds (assume there are \( n \) processes in the system and \( V_{ti} \) denotes the vector timestamp of the snapshot taken process \( p_i \)):

\[
(V_{t_1}[1], V_{t_2}[2], \ldots, V_{t_n}[n]) = \max(V_{t_1}, V_{t_2}, \ldots, V_{t_n}).
\]

Don’t worry about channel states.

Exercise 4.2 What good is a distributed snapshot when the system was never in the state represented by the distributed snapshot? Give an application of distributed snapshots.

Exercise 4.3 Consider a distributed system where every node has its physical clock and all physical clocks are perfectly synchronized. Give an algorithm to record global state assuming the communication network is reliable. (Note that your algorithm should be simpler than the Chandy–Lamport algorithm.)

Exercise 4.4 What modifications should be done to the Chandy–Lamport snapshot algorithm so that it records a strongly consistent snapshot (i.e., all channel states are recorded empty).

Exercise 4.5 Consider two consistent cuts whose events are denoted by \( C_1 = C_1(1), C_1(2), \ldots, C_1(n) \) and \( C_2 = C_2(1), C_2(2), \ldots, C_2(n) \), respectively.

Define a third cut, \( C_3 = C_3(1), C_3(2), \ldots, C_3(n) \), which is the maximum of \( C_1 \) and \( C_2 \); that is, for every \( k \), \( C_3(k) = \text{later of } C_1(k) \) and \( C_2(k) \).

Define a fourth cut, \( C_4 = C_4(1), C_4(2), \ldots, C_4(n) \), which is the minimum of \( C_1 \) and \( C_2 \); that is, for every \( k \), \( C_4(k) = \text{earlier of } C_1(k) \) and \( C_2(k) \).

Prove that \( C_3 \) and \( C_4 \) are also consistent cuts.

4.12 Notes on references

The notion of a global state in a distributed system was formalized by Chandy and Lamport [7] who also proposed the first algorithm (CL) for recording the global state, and first studied the various properties of the recorded global state. The space–time diagram, which is a very useful graphical tool to visualize distributed executions, was introduced by Lamport [19]. A detailed survey of snapshot recording algorithms is given by Kshemkalyani et al. [16].

Spezialetti and Kearns proposed a variant of the CL algorithm to optimize concurrent initiations by different processes, and to efficiently distribute the recorded snapshot [29]. Venkatesan proposed a variant that handles repeated snapshots efficiently [32]. Helary proposed a variant of the CL algorithm to incorporate message waves in the algorithm [12]. Helary’s algorithm is adaptable to a system with non-FIFO channels but requires inhibition [31]. Besides Helary’s algorithm [12], the
algorithms proposed by Lai and Yang [18], Li et al. [20], and by Mattern [23] can all record snapshots in systems with non-FIFO channels. If the underlying network can provide causal order of message delivery [5], then the algorithms by Acharya and Badrinath [1] and by Alagar and Venkatesan [2] can record the global state using $O(n)$ number of messages.

The notion of simultaneous regions for monitoring global state was proposed by Spezialetti and Kearns [30]. The necessary and sufficient conditions for consistent global snapshots were formulated by Netzer and Xu [25] based on the zigzag paths. These have particular application in checkpointing and recovery. Manivannan et al. analyzed the set of all consistent snapshots that can be built from a given set of checkpoints [21]. They also proposed an algorithm to enumerate all such consistent snapshots. The definition of the $R$-graph and other notations and framework used by [21] were proposed by Wang [33, 34].

Recording the global state of a distributed system finds applications at several places in distributed systems. For applications in detection of stable properties such as deadlocks, see [17] and for termination, see [22]. For failure recovery, a global state of the distributed system is periodically saved and recovery from a processor failure is done by restoring the system to the last saved global state [15]. For debugging distributed software, the system is restored to a consistent global state [8, 9] and the execution resumes from there in a controlled manner. A snapshot recording method has been used in the distributed debugging facility of Estelle [11, 13], a distributed programming environment. Other applications include monitoring distributed events [30], setting distributed breakpoints [24], protocol specification and verification [4, 10, 14], and discarding obsolete information [11].

We will study snapshot algorithms for shared memory in Chapter 12.
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In this chapter, we first study a methodical framework in which distributed algorithms can be classified and analyzed. We then consider some basic distributed graph algorithms. We then study synchronizers, which provide the abstraction of a synchronous system over an asynchronous system. Finally, we look at some practical graph problems, to appreciate the necessity of designing efficient distributed algorithms.

5.1 Topology abstraction and overlays

The topology of a distributed system can be typically viewed as an undirected graph in which the nodes represent the processors and the edges represent the links connecting the processors. Weights on the edges can represent some cost function we need to model in the application. There are usually three (not necessarily distinct) levels of topology abstraction that are useful in analyzing the distributed system or a distributed application. These are now described using Figure 5.1. To keep the figure simple, only the relevant end hosts participating in the application are shown. The WANs are indicated by ovals drawn using dashed lines. The switching elements inside the WANs, and other end hosts that are not participating in the application, are not shown even though they belong to the physical topological view. Similarly, all the edges connecting all end hosts and all edges connecting to all the switching elements inside the WANs also belong to the physical topology view even though only some edges are shown.

- **Physical topology**  
  The nodes of this topology represent all the network nodes, including switching elements (also called routers), in the WAN and all the end hosts – irrespective of whether the hosts are participating in the application. The edges in this topology represent all the communication links in the WAN in addition to all the direct links between the end hosts.
5.1 Topology abstraction and overlays

Figure 5.1 Two examples of topological views at different levels of abstraction.

In Figure 5.1(a), the physical topology is not shown explicitly to keep the figure simple.

- **Logical topology** This is usually defined in the context of a particular application. The nodes represent all the end hosts where the application executes. The edges in this topology are logical channels (also termed as logical links) among these nodes. This view is at a higher level of abstraction than that of the physical topology, and the nodes and edges of the physical topology need not be included in this view.

  Often, logical links are modeled between particular pairs of end hosts participating in an application to give a logical topology with useful properties. Figure 5.1(b) shows each pair of nodes in the logical topology is connected to give a fully connected network. Each pair of nodes can communicate directly with each other participant in the application using an incident logical link at this level of abstraction of the topology. However, the logical links may also define some arbitrary connectivity (neighborhood-relation) on the nodes in this abstract view. In Figure 5.1(a), the logical view provides each node with a partial view of the topology, and the connectivity provided is some neighborhood connectivity. To communicate with another application node that is not a logical neighbor, a node may have to use a multi-hop path composed of logical links at this level of abstraction of the topology.

  While the fully connected logical topology in Figure 5.1(b) provides a complete view of the system, updating such a view in a dynamic system incurs an overhead. Neighborhood-based logical topologies as in Figure 5.1(a) are easier to manage.

  We will consider distributed algorithms on logical topologies in this book. Peer-to-peer (P2P) networks (see Chapter 18) are also defined by a logical topology at the application layer. However, the emphasis of P2P networks is on self-organizing networks with built-in functions, e.g., the implementation of application layer functions such as object lookup and location in a distributed manner.
Terminology and basic algorithms

- **Superimposed topology** This is a higher-level topology that is superimposed on the logical topology. It is usually a regular structure such as a tree, ring, mesh, or hypercube. The main reason behind defining such a topology is that it provides a specialized path for efficient information dissemination and/or gathering as part of a distributed algorithm.

Consider the problem of collecting the sum of variables, one from each node. This can be efficiently solved using $n$ messages by circulating a cumulative counter on a logical ring, or using $n - 1$ messages on a logical tree. The ring and tree are examples of superimposed topologies on the underlying logical topology – which may be arbitrary as in Figure 5.1(a) or fully connected as in Figure 5.1(b).

We will encounter various examples of these topologies, A superimposed topology is also termed as a topology overlay. This latter term is becoming increasingly popular with the spread of the peer-to-peer computing paradigm.

**Notation**

Whatever the level of topological view we are dealing with, we assume that an undirected graph $(N, L)$ is used to represent the topology. The notation $n = |N|$ and $l = |L|$ will also be used.

## 5.2 Classifications and basic concepts

### 5.2.1 Application executions and control algorithm executions

The distributed application execution is comprised of the execution of instructions, including the communication instructions, within the distributed application program. The application execution represents the logic of the application. In many cases, a control algorithm also needs to be executed in order to monitor the application execution or to perform various auxiliary functions. The control algorithm performs functions such as: creating a spanning tree, creating a connected dominating set, achieving consensus among the nodes, distributed transaction commit, distributed deadlock detection, global predicate detection, termination detection, global state recording, checkpointing, and also memory consistency enforcement in distributed shared memory systems.

The code of the control algorithm is allocated its own memory space. The control algorithm execution is superimposed on the underlying application execution, but does not interfere with the application execution. In other words, the control algorithm execution including all its send, receive, and internal events are transparent to (or not visible to) the application execution.

The distributed control algorithm is also sometimes termed as a protocol; although the term protocol is also loosely used for any distributed algorithm.
In the literature on formal modeling of network algorithms, the term *protocol* is more commonly used.

### 5.2.2 Centralized and distributed algorithms

In a distributed system, a *centralized algorithm* is one in which a predominant amount of work is performed by one (or possibly a few) processors, whereas other processors play a relatively smaller role in accomplishing the joint task. The roles of the other processors are usually confined to requesting information or supplying information, either periodically or when queried.

A typical system configuration suited for centralized algorithms is the *client–server* configuration. Presently, much commercial software is written using this configuration, and is adequate. From a theoretical perspective, the single server is a potential bottleneck for both processing and bandwidth access on the links. The single server is also a single point of failure. Of course, these problems are alleviated in practice by using replicated servers distributed across the system, and then the overall configuration is not as centralized any more.

A *distributed algorithm* is one in which each processor plays an equal role in sharing the message overhead, time overhead, and space overhead. It is difficult to design a purely distributed algorithm (that is also efficient) for some applications. Consider the problem of recording a global state of all the nodes. The well-known Chandy–Lamport algorithm which we studied in Chapter 4 is distributed — yet one node, which is typically the initiator, is responsible for assembling the local states of the other nodes, and hence plays a slightly different role. Algorithms that are designed to run on a logical-ring superimposed topology tend to be fully distributed to exploit the symmetry in the connectivity. Algorithms that are designed to run on the logical tree and other asymmetric topologies with a predesignated root node tend to have some asymmetry that mirrors the asymmetric topology. Although fully distributed algorithms are ideal, partly distributed algorithms are sometimes more practical to implement in real systems. At any rate, the advances in peer-to-peer networks, ubiquitous and ad-hoc networks, and mobile systems will require distributed solutions.

### 5.2.3 Symmetric and asymmetric algorithms

A *symmetric algorithm* is an algorithm in which all the processors execute the same logical functions. An *asymmetric algorithm* is an algorithm in which different processors execute logically different (but perhaps partly overlapping) functions.

A centralized algorithm is always asymmetric. An algorithm that is not fully distributed is also asymmetric. In the client–server configuration, the
clients and the server execute asymmetric algorithms. Similarly, in a tree configuration, the root and the leaves usually perform some functions that are different from each other, and that are different from the functions of the internal nodes of the tree. Applications where there is inherent asymmetry in the roles of the cooperating processors will necessarily have asymmetric algorithms. A typical example is where one processor initiates the computation of some global function (e.g., min, sum).

5.2.4 Anonymous algorithms

An anonymous system is a system in which neither processes nor processors use their process identifiers and processor identifiers to make any execution decisions in the distributed algorithm. An anonymous algorithm is an algorithm which runs on an anonymous system and therefore does not use process identifiers or processor identifiers in the code.

An anonymous algorithm possesses structural elegance. However, it is equally hard, and sometimes provably impossible, to design – as in the case of designing an anonymous leader election algorithm on a ring [1]. If we examine familiar examples of multiprocess algorithms, such as the famous Bakery algorithm for mutual exclusion in a shared memory system, or the “wait-wound” or “wound-die” algorithms used for transaction serializability in databases, we observe that the process identifier is used in resolving ties or contentions that are otherwise unresolved despite the symmetric and noncentralized nature of the algorithms.

5.2.5 Uniform algorithms

A uniform algorithm is an algorithm that does not use $n$, the number of processes in the system, as a parameter in its code. A uniform algorithm is desirable because it allows scalability transparency, and processes can join or leave the distributed execution without intruding on the other processes, except its immediate neighbors that need to be aware of any changes in their immediate topology. Algorithms that run on a logical ring and have nodes communicate only with their neighbors are uniform. In Section 5.10, we will study a uniform algorithm for leader election.

5.2.6 Adaptive algorithms

Consider the context of a problem $X$. In a system with $n$ nodes, let $k, k \leq n$ be the number of nodes “participating” in the context of $X$ when the algorithm to solve $X$ is executed. If the complexity of the algorithm can be expressed in terms of $k$ rather than in terms of $n$, the algorithm is adaptive. For example, if the complexity of a mutual exclusion algorithm can be expressed in terms of the actual number of nodes contending for the critical section when the algorithm is executed, then the algorithm would be adaptive.
5.2.7 Deterministic versus non-deterministic executions

A *deterministic receive* primitive specifies the source from which it wants to receive a message. A *non-deterministic receive* primitive can receive a message from any source – the message delivered to the process is the first message that is queued in the local incoming buffer, or the first message that comes in subsequently if no message is queued in the local incoming buffer. A distributed program that contains no non-deterministic receives has a *deterministic execution*; otherwise, if it contains at least one non-deterministic receive primitive, it is said to have a *non-deterministic execution*.

Each execution defines a partial order on the events in the execution. Even in an asynchronous system (defined formally in Section 5.2.9), for any deterministic (asynchronous) execution, repeated re-execution will reproduce the same partial order on the events. This is a very useful property for applications such as debugging, detection of unstable predicates, and for reasoning about global states.

Given any non-deterministic execution, any re-execution of that program may result in a very different outcome, and any assertion about a non-deterministic execution can be made only for that particular execution. Different re-executions may result in different partial orders because of variable factors such as (i) lack of an upper bound on message delivery times and unpredictable congestion; and (ii) local scheduling delays on the CPUs due to timesharing. As such, non-deterministic executions are difficult to reason with.

5.2.8 Execution inhibition

Blocking communication primitives freeze the local execution\(^1\) until some actions connected with the completion of that communication primitive have occurred. But from a logical perspective, is the process really prevented from executing further? The non-blocking flavors of those primitives can be used to eliminate the freezing of the execution, and the process invoking that primitive may be able to execute further (from the perspective of the program logic) until it reaches a stage in the program logic where it cannot execute further until the communication operation has completed. Only now is the process really frozen.

Distributed applications can be analyzed for freezing. Often, it is more interesting to examine the control algorithm for its freezing/inhibitory effect on the application execution. Here, inhibition refers to protocols delaying actions of the underlying system execution for an interval of time. In the literature on inhibition, the term “protocol” is used synonymously with the term “control algorithm.” Protocols that require processors to suspend their

---

\(^1\) The OS dispatchable entity – the process or the thread – is frozen.
normal execution until some series of actions stipulated by the protocol have been performed are termed as inhibitory or freezing protocols [10].

Different executions of a distributed algorithm can result in different inter-leaveings of the events. Thus, there are multiple executions associated with each algorithm (or protocol). Protocols can be classified as follows, in terms of inhibition:

- A protocol is non-inhibitory if no system event is disabled in any execution of the protocol. Otherwise, the protocol is inhibitory.
- A disabled event $e$ in an execution is said to be locally delayed if there is some extension of the execution (beyond the current state) such that: (i) the event becomes enabled after the extension; and (ii) there is no intervening receive event in the extension, Thus, the interval of inhibition is under local control. A protocol is locally inhibitory if any event disabled in any execution of the protocol is locally delayed.
- An inhibitory protocol for which there is some execution in which some delayed event is not locally delayed is said to be globally inhibitory. Thus, in some (or all) execution of a globally inhibitory protocol, at least one event is delayed waiting to receive communication from another processor.

An orthogonal classification is that of send inhibition, receive inhibition, and internal event inhibition:

- A protocol is send inhibitory if some delayed events are send events.
- A protocol is receive inhibitory if some delayed events are receive events.
- A protocol is internal event inhibitory if some delayed events are internal events.

These classifications help to characterize the degree of inhibition necessary to design protocols to solve various problems. Problems can be theoretically analyzed in terms of the possibility or impossibility of designing protocols to solve them under the various classes of inhibition. These classifications also serve as a yardstick to evaluate protocols. The more stringent the class of inhibition, the less desirable is the protocol. In the study of algorithms for recording global states and algorithms for checkpointing, we have the opportunity to analyze the protocols in terms of inhibition.

5.2.9 Synchronous and asynchronous systems

A synchronous system is a system that satisfies the following properties:

- There is a known upper bound on the message communication delay.
- There is a known bounded drift rate for the local clock of each processor with respect to real-time. The drift rate between two clocks is defined as the rate at which their values diverge.
- There is a known upper bound on the time taken by a process to execute a logical step in the execution.
5.2 Classifications and basic concepts

An asynchronous system is a system in which none of the above three properties of synchronous systems are satisfied. Clearly, systems can be designed that satisfy some combination but not all of the criteria that define a synchronous system. The algorithms to solve any particular problem can vary drastically, based on the model assumptions; hence it is important to clearly identify the system model beforehand. Distributed systems are inherently asynchronous; later in this chapter, we will study synchronizers that provide the abstraction of a synchronous execution.

5.2.10 Online versus offline algorithms

An on-line algorithm is an algorithm that executes as the data is being generated. An off-line algorithm is an algorithm that requires all the data to be available before algorithm execution begins. Clearly, on-line algorithms are more desirable. Debugging and scheduling are two example areas where on-line algorithms offer clear advantages. On-line scheduling allows for dynamic changes to the schedule to account for newly arrived requests with closer deadlines. On-line debugging can detect errors when they occur, as opposed to collecting the entire trace of the execution and then examining it for errors.

5.2.11 Failure models

A failure model specifies the manner in which the component(s) of the system may fail. There exists a rich class of well-studied failure models. It is important to specify the failure model clearly because the algorithm used to solve any particular problem can vary dramatically, depending on the failure model assumed. A system is $t$-fault tolerant if it continues to satisfy its specified behavior as long as no more than $t$ of its components (whether processes or links or a combination of them) fail. The mean time between failures (MTBF) is usually used to specify the expected time until failure, based on statistical analysis of the component/system.

**Process failure models [26]**

- **Fail-stop** [31] In this model, a properly functioning process may fail by stopping execution from some instant thenceforth. Additionally, other processes can learn that the process has failed. This model provides an abstraction – the exact mechanism by which other processes learn of the failure can vary.

- **Crash** [21] In this model, a properly functioning process may fail by stopping to function from any instance thenceforth. Unlike the fail-stop model, other processes do not learn of this crash.

- **Receive omission** [27] A properly functioning process may fail by intermittently receiving only some of the messages sent to it, or by crashing.
• **Send omission** [16] A properly functioning process may fail by intermitently sending only some of the messages it is supposed to send, or by crashing.

• **General omission** [27] A properly functioning process may fail by exhibiting either or both of send omission and receive omission failures.

• **Byzantine or malicious failure, with authentication** [22] In this model, a process may exhibit any arbitrary behavior. However, if a faulty process claims to have received a specific message from a correct process, then that claim can be verified using authentication, based on unforgeable signatures.

• **Byzantine or malicious failure** [22] In this model, a process may exhibit any arbitrary behavior and no authentication techniques are applicable to verify any claims made.

The above process failure models, listed in order of increasing severity (except for send omissions and receive omissions, which are incomparable with each other), apply to both synchronous and asynchronous systems.

**Timing failures** can occur in synchronous systems, and manifest themselves as some or all of the following at each process: (i) general omission failures; (ii) process clocks violating their prespecified drift rate; (iii) the process violating the bounds on the time taken for a step of execution. In term of severity, timing failures are more severe than general omission failures but less severe than Byzantine failures with message authentication.

The failure models less severe than Byzantine failures, and timing failures, are considered “benign” because they do not allow processes to arbitrarily change state or send messages that are not to be sent as per the algorithm. Benign failures are easier to handle than Byzantine failures.

**Communication failure models**

• **Crash failure** A properly functioning link may stop carrying messages from some instant thenceforth.

• **Omission failures** A link carries some messages but not the others sent on it.

• **Byzantine failures** A link can exhibit any arbitrary behavior, including creating spurious messages and modifying the messages sent on it.

The above link failure models apply to both synchronous and asynchronous systems. **Timing failures** can occur in synchronous systems, and manifest themselves as links transporting messages faster or slower than their specified behavior.

### 5.2.12 Wait-free algorithms

A *wait-free algorithm* is an algorithm that can execute (synchronization operations) in an \((n - 1)\)-process fault tolerant manner, i.e., it is resilient to
Thus, if an algorithm is wait-free, then the (synchronization) operations of any process must complete in a bounded number of steps irrespective of the failures of all the other processes.

Although the concept of a $k$-fault-tolerant system is very old, wait-free algorithm design in distributed computing received attention in the context of mutual exclusion synchronization for the distributed shared memory abstraction. The objective was to enable a process to access its critical section, even if the process in the critical section fails or misbehaves by not exiting from the critical section. Wait-free algorithms offer a very high degree of robustness. Designing a wait-free algorithm is usually very expensive and may not even be possible for some synchronization problems, e.g., the simple producer–consumer problem. Wait-free algorithms will be studied in Chapters 12 and 14. Wait-free algorithms can be viewed as a special class of fault-tolerant algorithms.

### 5.2.13 Communication channels

Communication channels are normally first-in first-out queues (FIFO). At the network layer, this property may not be satisfied, giving non-FIFO channels. These and other properties such as causal order of messages will be studied in Chapter 6.

### 5.3 Complexity measures and metrics

The performance of sequential algorithms is measured using the time and space complexity in terms of the lower bounds ($\Omega, \omega$) representing the best case, the upper bounds ($O, o$) representing the worst case, and the exact bound ($\theta$). For distributed algorithms, the definitions of space and time complexity need to be refined, and additionally, message complexity also needs to be considered for message-passing systems. At the appropriate level of abstraction at which the algorithm is run, the system topology is usually assumed to be an undirected unweighted graph $G = (N, L)$. We denote $|N|$ as $n$, $|L|$ as $l$, and the diameter of the graph as $d$. The diameter of a graph is the minimum number of edges that need to be traversed to go from any node to any other node. More formally, the diameter is $\max_{i,j\in N}\{\text{length of the shortest path between } i \text{ and } j\}$. For a tree embedded in the graph, its depth is denoted as $h$. Other graph parameters, such as eccentricity and degree of edge incidence, can be used when they are required. It is also assumed that identical code runs at each processor; if this assumption is not valid, then different complexities need to be stated for the different codes. The complexity measures are as follows:

- **Space complexity per node**  This is the memory requirement at a node. The best case, average case, and worst case memory requirement at a node can be specified.
• **Systemwide space complexity**  The system space complexity (best case, average case, or worst case) is not necessarily $n$ times the corresponding space complexity (best case, average case, or worst case) per node. For example, the algorithm may not permit all nodes to achieve the best case at the same time. We will later study a distributed predicate detection algorithm (Algorithm 11.6 in Chapter 11) for which both the worst case space complexity per node as well as the worst case systemwide space complexity are proportional to $O(n^2)$. If during execution, the worst case occurs at one node, then the worst case will not occur at all the other nodes in that execution.

• **Time complexity per node**  This measures the processing time per node, and does not explicitly account for the message propagation/transmission times, which are measured as a separate metric.

• **Systemwide time complexity**  If the processing in the distributed system occurs at all the processors concurrently, then the system time complexity is not $n$ times the time complexity per node. However, if the executions by the different processes are done serially, as in the case of an algorithm in which only the unique token-holder is allowed to execute, then the overall time complexity is additive.

• **Message complexity**  This has two components – a space component and a time component.
  
  – **Number of messages**  The number of messages contributes directly to the space complexity of the message overhead.
  
  – **Size of messages**  This size, in conjunction with the number of messages, measures the space component on messages. Further, for very large messages, this also contributes to the time component via the increased transmission time.
  
  – **Message time complexity**  The number of messages contributes to the time component indirectly, besides affecting the count of the send events and message space overhead. Depending on the degree of concurrency in the sending of the messages – i.e., whether all messages are sequentially sent (with reference to the execution partial order), or all processes can send concurrently, or something in between – the time complexity is affected. For asynchronous executions, the time complexity component is measured in terms of *sequential message hops*, i.e., the length of the longest chain in the partial order $(E, \prec)$ on the events. For synchronous executions, the time complexity component is measured in terms of rounds (also termed as steps or phases).

It is usually difficult to determine all of the above complexities for most algorithms. Nevertheless, it is important to be aware of the different factors that contribute towards the overhead. When stating the complexities, it should also be specified whether the algorithm has a synchronous or asynchronous execution. Depending on the algorithm, further metrics such as the number of send events, or the number of receive events, may be of interest.
multicast is allowed, it should be stated whether a multicast send event is counted as a single event. Also, whether the message multicast is counted as a single message or as multiple messages needs to be clarified. This would depend on whether or not hardware multicasting is used by the lower layers of the network protocol stack.

For shared memory systems, the message complexity is not an issue if the shared memory is not being provided by the distributed shared memory abstraction over a message-passing system. The following additional changes in the emphasis on the usual complexity measures would need to be considered:

- The size of shared memory, as opposed to the size of local memory, is important. The justification is that shared memory is expensive, local memory is not.
- The number of synchronization operations using synchronization variables is a useful metric because it affects the time complexity.

5.4 Program structure

Hoare, who pioneered programming language support for concurrent processes, designed concurrent sequential processes (CSP), which allows communicating processes to synchronize efficiently. The typical program structure for any process in a distributed application is based on CSP’s repetitive command over the alternative command on multiple guarded commands, and is as follows:

\[
\ast [ G_1 \rightarrow CL_1 || G_2 \rightarrow CL_2 || \cdots || G_k \rightarrow CL_k ].
\]

The repetitive command (denoted by “\*”) denotes an infinite loop. Inside the repetitive command is the alternative command over guarded commands. The alternative command, denoted by a sequence of “||” separating guarded commands, specifies execution of exactly one of its constituent guarded commands. The guarded command has the syntax “\( G \rightarrow CL \)” where the guard \( G \) is a boolean expression and \( CL \) is a list of commands that are only executed if \( G \) is true. The guard expression may contain a term to check if a message from a/any other process has arrived. The alternative command over the guarded commands fails if all the guards fail; if more than one guard is true, one of those successful guarded commands is nondeterministically chosen for execution. When a guarded command \( G_m \rightarrow CL_m \) does get executed, the execution of \( CL_m \) is atomic with the execution of \( G_m \).

The structure of distributed programs has similar semantics to that of CSP although the syntax has evolved to something very different. The format for the pseudo-code used in this book is as indicated below. Algorithm 5.2 serves to illustrate this format.
1. The process-local variables whose scope is global to the process, and message types, are declared first.
2. Shared variables, if any, (for distributed shared memory systems) are explicitly labeled as such.
3. This is followed by any initialization code.
4. The *repetitive* and the *alternative* commands are not explicitly shown.
5. The *guarded* commands are shown as explicit modules or procedures (e.g., lines 1–4 in Algorithm 5.2). The guard usually checks for the arrival of a message of a certain type, perhaps with additional conditions on some parameter values and other local variables.
6. The body of the procedure gives the list of commands to be executed if the guard evaluates to *true*.
7. Process termination may be explicitly stated in the body of any procedure(s).
8. The symbol ⊥ is used to denote an undefined value. When used in a comparison, its value is −∞.

### 5.5 Elementary graph algorithms

This section examines elementary distributed algorithms on graphs. The reader is assumed to be familiar with the centralized algorithms to solve these basic graph problems. The distributed algorithms here introduce the reader to the difficulty of designing distributed algorithms wherein each node has only a partial view of the graph (system), which is confined to its immediate neighbors. Further, a node can communicate with only its immediate neighbors along the incident edges. Unless otherwise specified, we assume unweighted undirected edges, and asynchronous execution by the processors. Communication is by message-passing on the edges.

The first algorithm is a synchronous spanning tree algorithm. The next three are asynchronous algorithms to construct spanning trees. These elementary algorithms are theoretically important from a practical perspective because spanning trees are a very efficient form of information distribution and collection in distributed systems.

#### 5.5.1 Synchronous single-initiator spanning tree algorithm using flooding

The code for all processes is not only symmetrical, but also proceeds in rounds. This algorithm assumes a designated root node, root, which initiates the algorithm. The pseudo-code for each process $P_i$ is shown in Algorithm 5.1. The root initiates a flooding of QUERY messages in the graph to identify tree edges. The parent of a node is that node from which a QUERY is first received; if multiple QUERYs are received in the same round, one of the senders is randomly chosen as the parent. Exercise 5.1 asks you to modify
5.5 Elementary graph algorithms

(local variables)
\[
\begin{align*}
\text{int } & \text{visited, depth } \leftarrow 0 \\
\text{int } & \text{parent } \leftarrow \bot \\
\text{set of int } & \text{Neighbors } \leftarrow \text{set of neighbors}
\end{align*}
\]

(message types)
\begin{align*}
\text{QUERY} & \end{align*}

(1) \text{if } i = \text{root} \text{ then}
(2) \quad \text{visited } \leftarrow 1;
(3) \quad \text{depth } \leftarrow 0;
(4) \quad \text{send QUERY to Neighbors};
(5) \quad \text{for round } = 1 \text{ to diameter do}
(6) \quad \text{if visited } = 0 \text{ then}
(7) \quad \quad \text{if any QUERY messages arrive then}
(8) \quad \quad \quad \text{parent } \leftarrow \text{randomly select a node from which QUERY was received};
(9) \quad \quad \text{visited } \leftarrow 1;
(10) \quad \quad \text{depth } \leftarrow \text{round};
(11) \quad \quad \text{send QUERY to Neighbors} \setminus \{\text{senders of QUERYs received in this round}\};
(12) \quad \text{delete any QUERY messages that arrived in this round.}

\textbf{Algorithm 5.1} Spanning tree algorithm: the synchronous breadth-first search (BFS) spanning tree algorithm. The code shown is for processor \(P_i, 1 \leq i \leq n\).

the algorithm so that each node identifies not only its parent node but also all its children nodes.

\textbf{Example} Figure 5.2 shows an example execution of the algorithm with node A as initiator. The resulting tree is shown in boldface, and the round numbers in which the QUERY messages are sent are indicated next to the messages. The reader should trace through this example for clarity. For example, at the end of round 2, E receives a QUERY from B and F and randomly chooses F as the parent. A total of nine QUERY messages are sent in the network which has eight links.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example.png}
\caption{Example execution of the synchronous BFS spanning tree algorithm (Algorithm 5.1).}
\end{figure}
Termination
The algorithm terminates after all the rounds are executed. It is straightforward to modify the algorithm so that a process exits after the round in which it sets its parent variable (see Exercise 5.1).

Complexity
- The local space complexity at a node is of the order of the degree of edge incidence.
- The local time complexity at a node is of the order of (diameter + degree of edge incidence).
- The global space complexity is the sum of the local space complexities.
- This algorithm sends at least one message per edge, and at most two messages per edge. Thus the number of messages is between $l$ and $2l$.
- The message time complexity is $d$ rounds or message hops.

The spanning tree obtained is a breadth-first tree (BFS). Although the code is the same for all processes, the predesignated root executes a different logic to being with. Hence, in the strictest sense, the algorithm is asymmetric.

5.5.2 Asynchronous single-initiator spanning tree algorithm using flooding

This algorithm assumes a designated root node which initiates the algorithm. The pseudo-code for each process $P_i$ is shown in Algorithm 5.2. The root initiates a flooding of QUERY messages in the graph to identify tree edges. The parent of a node is that node from which a QUERY is first received; an ACCEPT message is sent in response to such a QUERY. Other QUERY messages received are replied to by a REJECT message. Each node terminates its algorithm when it has received from all its non-parent neighbors a response to the QUERY sent to them. Procedures 1, 2, 3, and 4 are each executed atomically.

In this asynchronous system, there is no bound on the time it takes to propagate a message, and hence no notion of a message round. Unlike in the synchronous algorithm, each node here needs to track its neighbors to determine which nodes are its children and which nodes are not. This tracking is necessary in order to know when to terminate. After sending QUERY messages on the outgoing links, the sender needs to know how long to keep waiting. This is accomplished by requiring each node to return an “acknowledgement” for each QUERY it receives. The acknowledgement message has to be of a different type than the QUERY type. The algorithm in the figure uses two messages types – called as ACCEPT (+ ack) and REJECT (- ack) – besides the QUERY to distinguish between the child nodes and non-child nodes.
(local variables)

```plaintext
int parent ← ⊥
set of int Children, Unrelated ← ∅
set of int Neighbors ← set of neighbors
```

(message types)

```
QUERY, ACCEPT, REJECT
```

1. When the predesignated root node wants to initiate the algorithm:
   1a. if \((i = \text{root} \land \text{parent} = ⊥)\) then
   1b. send QUERY to all neighbors;
   1c. parent ←− i.

2. When QUERY arrives from \(j\):
   2a. if parent = ⊥ then
   2b. parent ←− j;
   2c. send ACCEPT to \(j\);
   2d. send QUERY to all neighbors except \(j\);
   2e. if \((\text{Children} \cup \text{Unrelated}) = (\text{Neighbors} \setminus \{\text{parent}\})\) then
   2f. terminate.
   2g. else send REJECT to \(j\).

3. When ACCEPT arrives from \(j\):
   3a. Children ←− Children \∪ \{j\};
   3b. if \((\text{Children} \cup \text{Unrelated}) = (\text{Neighbors} \setminus \{\text{parent}\})\) then
   3c. terminate.

4. When REJECT arrives from \(j\):
   4a. Unrelated ←− Unrelated \∪ \{j\};
   4b. if \((\text{Children} \cup \text{Unrelated}) = (\text{Neighbors} \setminus \{\text{parent}\})\) then
   4c. terminate.

**Algorithm 5.2** Spanning tree algorithm: the asynchronous algorithm assuming a designated root that initiates a flooding. The code shown is for processor \(P_i, 1 ≤ i ≤ n\).

**Termination**

The termination condition is given above. Some notes on distributed algorithms are in place. In some algorithms such as this algorithm, it is possible to locally determine the termination condition; however, for some algorithms, the termination condition is not locally determinable and an explicit termination detection algorithm needs to be executed.

**Complexity**

- The local space complexity at a node is of the order of the degree of edge incidence.
• The local time complexity at a node is also of the order of the degree of edge incidence.
• The global space complexity is the sum of the local space complexities.
• This algorithm sends at least two messages (QUERY and its response) per edge, and at most four messages per edge (when two QUERIES are sent concurrently, each will have a REJECT response). Thus the number of messages is between $2l$ and $4l$.
• The message time complexity is $(d + 1)$ message hops, assuming synchronous communication. In an asynchronous system, we cannot make any claim about the tree obtained, and its depth may be equal to the length of the longest path from the root to any other node, which is bounded only by $n - 1$ corresponding to a depth-first tree.

**Example**  Figure 5.3 shows an example execution of the asynchronous algorithm (i.e., in an asynchronous system). The resulting spanning tree rooted at A is shown in boldface. The numbers next to the QUERY messages indicate the approximate chronological order in which messages get sent. Recall that each procedure is executed atomically; hence the sending of a message sent at a particular time is triggered by the receipt of a corresponding message at the same time. The same numbering used for messages sent by different nodes implies that those actions occur concurrently and independently. ACCEPT and REJECT messages are not shown to keep the figure simple. It does not matter when the ACCEPT and REJECT messages are delivered.

1. A sends a QUERY to B and F.
2. F receives QUERY from A and determines that AF is a *tree edge*. F forwards the QUERY to E and C.
3. E receives a QUERY from F and determines that FE is a *tree edge*. E forwards the QUERY to B and D. C receives a QUERY from F and determines that FC is a *tree edge*. C forwards the QUERY to B and D.
4. B receives a QUERY from E and determines that EB is a *tree edge*. B forwards the QUERY to A, C, and D.
5. D receives a QUERY from E and determines that ED is a *tree edge*. D forwards the QUERY to B and C.

*Figure 5.3* Example execution of the asynchronous flooding-based single initiator spanning tree algorithm (Algorithm 5.2).
Each node sends an ACCEPT message (not shown in Figure 5.3 for simplicity) back to the parent node from which it received its first QUERY. This is to enable the parent, i.e., the sender of the QUERY, to recognize that the edge is a tree edge, and to identify its child. All other QUERY messages are negatively acknowledged by a REJECT (also not shown for simplicity). Thus, a REJECT gets sent on each back edge (such as BA) and each cross edge (such as BD, BC, and CD) to enable the sender of the QUERY on that edge to recognize that that edge does not lead to a child node. We can also observe that on each tree edge, two messages (a QUERY and an ACCEPT) get sent. On each cross-edge and each back-edge, four messages (two QUERY and two REJECT) get sent.

Note that this algorithm does not guarantee a breadth-first tree. Exercise 5.3 asks you to modify this algorithm to obtain a BFS tree.

5.5.3 Asynchronous concurrent-initiator spanning tree algorithm using flooding

We modify Algorithm 5.2 by assuming that any node may spontaneously initiate the spanning tree algorithm provided it has not already been invoked locally due to the receipt of a QUERY message. The resulting algorithm is shown in Algorithm 5.3. The crucial problem to handle is that of dealing with concurrent initiations, where two or more processes that are not yet participating in the algorithm initiate the algorithm concurrently. As the objective is to construct a single spanning tree, two options seem available when concurrent initiations are detected. Note that even though there can be multiple concurrent initiations, along any single edge, only two concurrent initiations will be detected.

Design 1

When two concurrent initiations are detected by two adjacent nodes that have sent a QUERY from different initiations to each other, the two partially computed spanning trees can be merged. However, this merging cannot be done based only on local knowledge or there might be cycles.

Example In Figure 5.4, consider that the algorithm is initiated concurrently by A, G, and J. The dotted lines show the portions of the graphs covered by the three algorithms. At this time, the initiations by A and G are detected along edge BD, the initiations by A and J are detected along edge CF, the initiations by G and J are detected along edge HI. If the three partially computed spanning trees are merged along BD, CF, and HI, there is no longer a spanning tree.
Terminology and basic algorithms

(local variables)
\begin{align*}
\textbf{int} & \; \textit{parent, myroot} \leftarrow \bot \\
\text{set of int} & \; \textit{Children, Unrelated} \leftarrow \emptyset \\
\text{set of int} & \; \textit{Neighbors} \leftarrow \text{set of neighbors}
\end{align*}

(message types)
\begin{align*}
\text{QUERY}, \text{ ACCEPT}, \text{ REJECT}
\end{align*}

(1) When the node wants to initiate the algorithm as a root:
\begin{align*}
(1a) & \; \textbf{if} \; (\textit{parent} = \bot) \; \textbf{then} \\
(1b) & \; \textbf{send QUERY}(i) \; \text{to all neighbors;} \\
(1c) & \; \textit{parent, myroot} \leftarrow i.
\end{align*}

(2) When QUERY(newroot) arrives from j:
\begin{align*}
(2a) & \; \textbf{if} \; \textit{myroot} < \textit{newroot} \; \textbf{then} \; \text{// discard earlier partial execution due} \\
& \; \textbf{// to its lower priority} \\
(2b) & \; \textit{parent} \leftarrow j; \; \textit{myroot} \leftarrow \textit{newroot}; \; \textit{Children, Unrelated} \leftarrow \emptyset; \\
(2c) & \; \textbf{send QUERY}(\textit{newroot}) \; \text{to all neighbors except } j; \\
(2d) & \; \textbf{if Neighbors} = \{j\} \; \textbf{then} \\
(2e) & \; \textbf{send ACCEPT}(\textit{myroot}) \; \text{to } j; \; \textbf{terminate.} \; \text{// leaf node} \\
(2f) & \; \textbf{else send REJECT}(\textit{newroot}) \; \text{to } j. \\
& \; \text{// if newroot = myroot then parent is already identified.} \\
& \; \text{// if newroot < myroot ignore the QUERY. } j \; \text{will update its root} \\
& \; \text{// when it receives QUERY(myroot).}
\end{align*}

(3) When ACCEPT(newroot) arrives from j:
\begin{align*}
(3a) & \; \textbf{if} \; \textit{newroot} = \textit{myroot} \; \textbf{then} \\
(3b) & \; \textit{Children} \leftarrow \textit{Children} \cup \{j\}; \\
(3c) & \; \textbf{if} \; (\textit{Children} \cup \textit{Unrelated}) = (\textit{Neighbors}/\{\textit{parent}\}) \; \textbf{then} \\
(3d) & \; \textbf{if } i = \textit{myroot} \; \textbf{then} \\
(3e) & \; \textbf{terminate.} \\
(3f) & \; \textbf{else send ACCEPT}(\textit{myroot}) \; \text{to } \textit{parent}. \\
& \; \text{// if newroot < myroot then ignore the message. newroot > myroot} \\
& \; \text{// will never occur.}
\end{align*}

(4) When REJECT(newroot) arrives from j:
\begin{align*}
(4a) & \; \textbf{if} \; \textit{newroot} = \textit{myroot} \; \textbf{then} \\
(4b) & \; \textit{Unrelated} \leftarrow \textit{Unrelated} \cup \{j\}; \\
(4c) & \; \textbf{if} \; (\textit{Children} \cup \textit{Unrelated}) = (\textit{Neighbors}/\{\textit{parent}\}) \; \textbf{then} \\
(4d) & \; \textbf{if } i = \textit{myroot} \; \textbf{then} \\
(4e) & \; \textbf{terminate.} \\
(4f) & \; \textbf{else send ACCEPT}(\textit{myroot}) \; \text{to } \textit{parent}. \\
& \; \text{// if newroot < myroot then ignore the message. newroot > myroot} \\
& \; \text{// will never occur.}
\end{align*}

\textbf{Algorithm 5.3} Spanning tree algorithm (asynchronous) without assuming a designated root. Initiators use flooding to start the algorithm. The code shown is for processor \( P_i \), \( 1 \leq i \leq n \).
Interestingly, even if there are just two initiations, the two partially computed trees may “meet” along multiple edges in the graph, and care must be taken not to introduce cycles during the merger of the trees.

**Design 2**
Suppress the instance initiated by one root and continue the instance initiated by the other root, based on some rule such as tie-breaking using the processor identifier. Again, it must be ensured that the rule is correct.

**Example** In Figure 5.4, if A’s initiation is suppressed due to the conflict detected along BD, G’s initiation is suppressed due to the conflict detected along HI, and J’s initiation is suppressed due to the conflict detected along CF, the algorithm hangs.

Algorithm 5.3 uses the second design option, allowing only the algorithm initiated by the root with the higher processor identifier to continue. To implement this, the messages need to be enhanced with a parameter that indicates the root node which initiated that instance of the algorithm. It is relatively more difficult to use the first option to merge partially computed spanning trees.

When a QUERY(newroot) from j arrives at i, there are three possibilities:

- **newroot > myroot**: Process i should suppress its current execution due to its lower priority. It reinitializes the data structures and joins j’s subtree with newroot as the root.
- **newroot = myroot**: j’s execution is initiated by the same root as i’s initiation, and i has already identified its parent. Hence a REJECT is sent to j.
- **newroot < myroot**: j’s root has a lower priority and hence i does not join j’s subtree. i sends a REJECT. j will eventually receive a QUERY(myroot) from i; and abandon its current execution in favour of i’s myroot (or a larger value).
When an ACCEPT\((\text{newroot})\) from \(j\) arrives at \(i\), there are three possibilities:

\(\text{newroot} = \text{myroot}\): The ACCEPT is in response to a QUERY sent by \(i\). The ACCEPT is processed normally.

\(\text{newroot} < \text{myroot}\): The ACCEPT is in response to a QUERY \(i\) had sent to \(j\) earlier, but \(i\) has updated its \(myroot\) to a higher value since then. Ignore the ACCEPT message.

\(\text{newroot} > \text{myroot}\): The ACCEPT is in response to a QUERY \(i\) had sent earlier. But \(i\) never updates its \(myroot\) to a lower value. So this case cannot arise.

The three possibilities when a REJECT\((\text{newroot})\) from \(j\) arrives at \(i\) are the same as for the ACCEPT message.

**Termination**
A serious drawback of the algorithm is that only the root knows when its algorithm has terminated. To inform the other nodes, the root can send a special message along the newly constructed spanning tree edges.

**Complexity**
The time complexity of the algorithm is \(O(l)\) messages, and the number of messages is \(O(nl)\).

### 5.5.4 Asynchronous concurrent-initiator depth first search spanning tree algorithm

As in Algorithm 5.3, this algorithm assumes that any node may spontaneously initiate the spanning tree algorithm provided it has not already been invoked locally due to the receipt of a QUERY message. It differs from Algorithm 5.3 in that it is based on a depth-first search (DFS) of the graph to identify the spanning tree. The algorithm should handle concurrent initiations (when two or more processes that are not yet participating in the algorithm initiate the algorithm concurrently). The pseudo-code for each process \(P_i\) is shown in Algorithm 5.4. The parent of each node is that node from which a QUERY is first received; an ACCEPT message is sent in response to such a QUERY. Other QUERY messages received are replied to by a REJECT message. The actions to execute when a QUERY, ACCEPT, or REJECT arrives are nontrivial and the analysis for the various cases \((\text{newroot} <, =, > \text{myroot})\) are similar to the analysis of these cases for Algorithm 5.3.

**Termination**
The analysis is the same as for Algorithm 5.3.

**Complexity**
The time complexity of the algorithm is \(O(l)\) messages, and the number of messages is \(O(nl)\).
(local variables)
\begin{itemize}
  \item \texttt{int parent, myroot} \leftarrow \bot
  \item \texttt{set of int Children} \leftarrow \emptyset
  \item \texttt{set of int Neighbors, Unknown} \leftarrow \text{set of neighbors}
\end{itemize}

(message types)
\text{QUERY, ACCEPT, REJECT}

(1) When the node wants to initiate the algorithm as a root:
\begin{enumerate}
  \item \textbf{(1a)} \quad \text{if} (\text{parent} = \bot) \text{ then}
  \item \textbf{(1b)} \quad \text{send QUERY(i) to i (itself).}
\end{enumerate}

(2) When QUERY(newroot) arrives from $j$:
\begin{enumerate}
  \item \textbf{(2a)} \quad \text{if myroot < newroot then}
  \item \textbf{(2b)} \quad \text{parent} \leftarrow j; \text{myroot} \leftarrow \text{newroot}; \text{Unknown} \leftarrow \text{set of neighbors};
  \item \textbf{(2c)} \quad \text{Unknown} \leftarrow \text{Unknown}/\{j\};
  \item \textbf{(2d)} \quad \text{if Unknown \neq \emptyset then}
  \item \textbf{(2e)} \quad \text{delete some x from Unknown;}
  \item \textbf{(2f)} \quad \text{send QUERY(myroot) to x;}
  \item \textbf{(2g)} \quad \text{else send ACCEPT(myroot) to j;}
  \item \textbf{(2h)} \quad \text{else if myroot = newroot then}
  \item \textbf{(2i)} \quad \text{send REJECT to j.} \quad \text{// if newroot < myroot ignore the query.}
  \item \textbf{(2j)} \quad \text{// j will update its root to a higher root identifier when it receives its}
  \item \textbf{(2k)} \quad \text{// QUERY.}
\end{enumerate}

(3) When ACCEPT(newroot) or REJECT(newroot) arrives from $j$:
\begin{enumerate}
  \item \textbf{(3a)} \quad \text{if newroot = myroot then}
  \item \textbf{(3b)} \quad \text{if ACCEPT message arrived then}
  \item \textbf{(3c)} \quad \text{Children} \leftarrow \text{Children} \cup \{j\};
  \item \textbf{(3d)} \quad \text{if Unknown = \emptyset then}
  \item \textbf{(3e)} \quad \text{if parent \neq i then}
  \item \textbf{(3f)} \quad \text{send ACCEPT(myroot) to parent;}
  \item \textbf{(3g)} \quad \text{else set i as the root; \texttt{terminate}.}
  \item \textbf{(3h)} \quad \text{else}
  \item \textbf{(3i)} \quad \text{delete some x from Unknown;}
  \item \textbf{(3j)} \quad \text{send QUERY(myroot) to x.}
  \item \textbf{(3k)} \quad \text{// if newroot < myroot ignore the query. Since sending QUERY to j, i}
  \item \textbf{(3l)} \quad \text{// has updated its myroot.}
  \item \textbf{(3m)} \quad \text{// j will update its myroot to a higher root identifier when it receives a}
  \item \textbf{(3n)} \quad \text{// QUERY initiated by it.}
  \item \textbf{(3o)} \quad \text{// newroot > myroot will never occur.}
\end{enumerate}

\textbf{Algorithm 5.4} Spanning tree algorithm (DFS, asynchronous). The code shown is for processor $P_i$, $1 \leq i \leq n$. 
A spanning tree is useful for distributing (via a broadcast) and collecting (via a convergecast) information to/from all the nodes. A generic graph with a spanning tree, and the convergecast and broadcast operations are illustrated in Figure 5.5.

A broadcast algorithm on a spanning tree can be specified by two rules:

BC1: The root sends the information to be broadcast to all its children. Terminate.

BC2: When a (nonroot) node receives information from its parent, it copies it and forwards it to its children. Terminate.

A convergecast algorithm collects information from all the nodes at the root node in order to compute some global function. It is initiated by the leaf nodes of the tree, usually in response to receiving a request sent by the root using a broadcast. The algorithm is specified as follows:

CVC1: Leaf node sends its report to its parent. Terminate.

CVC2: At a nonleaf node that is not the root: When a report is received from all the child nodes, the collective report is sent to the parent. Terminate.

CVC3: At the root: When a report is received from all the child nodes, the global function is evaluated using the reports. Terminate.

Termination
The termination condition for each node in a broadcast as well as in a convergecast is self-evident.

Complexity
Each broadcast and each convergecast requires \( n - 1 \) messages and time equal to the maximum height \( h \) of the tree, which is \( O(n) \).

An example of the use of convergecast is as follows. Suppose each node has an integer variable associated with the application, and the objective is...
to compute the minimum of these variables. Each leaf node can report its local value to its parent. When a non-leaf node receives a report from all its children, it computes the minimum of those values, and sends this minimum value to its parent.

Another example of the use of convergecast is in solving the leader election problem in Section 5.10. Leader election requires that all the processes agree on a common distinguished process, also termed as the leader. A leader is required in many distributed systems and algorithms because algorithms are typically not completely symmetrical, and some process has to take the lead in initiating the algorithm; another reason is that we would not want all the processes to replicate the algorithm initiation, to save on resources.

### 5.5.6 Single source shortest path algorithm: synchronous Bellman–Ford

Given a weighted graph, with potentially unidirectional links, representing the network topology, the Bellman–Ford sequential shortest path algorithm [4,12] finds the shortest path from a given node, say $i_0$, to all other nodes. The algorithm is correct when there are no cyclic paths having negative weight.

A synchronous distributed algorithm to compute the shortest path is given in Algorithm 5.5. It is assumed that the topology $(N, L)$ is not known to any process; rather, each process can communicate only with its neighbors and is aware of only the incident links and their weights. It is also assumed that the processes know the number of nodes $|N| = n$, i.e., the algorithm is not uniform. This assumption on $n$ is required for termination.

---

(local variables)

\[
\text{int } length \leftarrow \infty \\
\text{int } parent \leftarrow \bot \\
\text{set of int } Neighbors \leftarrow \text{set of neighbors} \\
\text{set of int } \{\text{weight}_{i,j}, \text{weight}_{j,i} \mid j \in Neighbors\} \leftarrow \text{the known values of the weights of incident links} \\
\]

(message types)

UPDATE

(1) \(\text{if } i = i_0 \text{ then } length \leftarrow 0;\)

(2) \(\text{for } \text{round} = 1 \text{ to } n - 1 \text{ do}\)

(3) \(\text{send UPDATE}(i, length) \text{ to all neighbors; }\)

(4) \(\text{await UPDATE}(j, length_j) \text{ from each } j \in Neighbors; \)

(5) \(\text{for each } j \in Neighbors \text{ do}\)

(6) \(\text{if } (length > (length_j + \text{weight}_{j,i})) \text{ then}\)

(7) \(\text{length} \leftarrow length_j + \text{weight}_{j,i}; \text{parent} \leftarrow j.\)

---

**Algorithm 5.5** The single source synchronous distributed Bellman–Ford shortest path algorithm. The source is $i_0$. The code shown is for processor $P_i, 1 \leq i \leq n$. 
The following features can be observed from the algorithm:

- After \( k \) rounds, each node has its \textit{length} variable set to the length of the shortest path consisting of at most \( k \) hops. The \textit{parent} variable points to the parent node along such a path. This \textit{parent} field is used in the routing table to route to \( i_0 \).
- After the first round, the \textit{length} variable of all nodes one hop away from the root in the final minimum spanning tree (MST) would have stabilized; after \( k \) rounds, the \textit{length} variable of all the nodes up to \( k \) hops away in the final MST would have stabilized.

\textit{Termination}

As the longest path can be of length \( n - 1 \), the values of all variables stabilize after \( n - 1 \) rounds.

\textit{Complexity}

The time complexity of this synchronous algorithm is: \( n - 1 \) rounds. The message complexity of this synchronous algorithm is: \( (n - 1)l \) messages.

\section*{5.5.7 Distance vector routing}

When the network graph is dynamically changing, as in a real communication network wherein the link weights model the delays or loads on the links, the shortest paths are required for routing. The classic distance vector routing algorithm (DVR) \cite{33} used in the ARPANET up to 1980, is based on the above synchronous algorithm (Algorithm 5.5) and requires the following changes.

- The outer \textbf{for} loop runs indefinitely, and the \textit{length} and \textit{parent} variables never stabilize, because of the dynamic nature of the system.
- The variable \textit{length} is replaced by array \textit{LENGTH}[1..n], where \textit{LENGTH}[k] denotes the length measured with node \( k \) as source/root. The \textit{LENGTH} vector is also included on each \textit{UPDATE} message. Now, the \( k \)th component of the \textit{LENGTH} received from node \( m \) indicates the length of the shortest path from \( m \) to the root \( k \). For each destination \( k \), the triangle inequality of the Bellman–Ford algorithm is applied over all the \textit{LENGTH} vectors received in a round.
- The variable \textit{parent} is replaced by array \textit{PARENT}[1..n], where \textit{PARENT}[k] denotes the next hop to which to route a packet destined for \( k \). The array \textit{PARENT} serves as the routing table.
- The processes exchange their distance vectors periodically over a network that is essentially asynchronous. If a message does not arrive within the period, the algorithm assumes a default value, and moves to the next round. This makes it virtually synchronous. Besides, if the period between exchanges is assumed to be much larger than the propagation time from a neighbor and the processing time for the received message, the algorithm is effectively synchronous.
5.5.8 Single source shortest path algorithm: asynchronous Bellman–Ford

The asynchronous version of the Bellman–Ford algorithm [4,5,12] is shown in Algorithm 5.6. It is assumed that there are no negative weight cycles in $(N, L)$.

The algorithm does not give the termination condition for the nodes. Exercise 5.14 asks you to modify the algorithm so that each node knows when the length of the shortest path to itself has been computed.

This algorithm, unfortunately, has been shown to have an exponential $\Omega(c^n)$ number of messages and exponential $\Omega(c^n \cdot d)$ time complexity in the worst case, where $c$ is some constant (see Exercise 5.16).

```
(local variables)
int length ← ∞
set of int Neighbors ← set of neighbors
set of int {weight_{i,j}, weight_{j,i} | j ∈ Neighbors} ← the known values of the
weights of incident links

(message types)
UPDATE
(1) if $i = i_0$ then
(1a) length ← 0;
(1b) send UPDATE($i_0$, 0) to all neighbors; terminate.
(2) When UPDATE($i_0$, length) arrives from $j$:
(2a) if (length > (length$_j$ + weight$_{j,i}$)) then
(2b) length ← length$_j$ + weight$_{j,i}$; parent ← $j$;
(2c) send UPDATE($i_0$, length) to all neighbors;
```

Algorithm 5.6 The asynchronous distributed Bellman–Ford shortest path algorithm for a given source $i_0$. The code shown is for processor $P_i$, $1 ≤ i ≤ n$.

If all links are assumed to have equal weight, the algorithm that computes the shortest path effectively computes the minimum-hop path; the minimum-hop routing tables to all destinations are computed using $O(n^2 \cdot l)$ messages (see Exercise 5.17).

5.5.9 All sources shortest paths: asynchronous distributed Floyd–Warshall

The Floyd–Warshall algorithm [9] computes all-pairs shortest paths in a graph in which there are no negative weight cycles. It is briefly summarized first, before a distributed version is studied. The centralized algorithm shown in Algorithm 5.7 uses $n \times n$ matrices LENGTH and VIA:

$\text{LENGTH}[i, j]$ is the length of the shortest path from $i$ to $j$. $\text{LENGTH}[i, j]$ is initialized to the initial known conditions: (i) $\text{weight}_{i,j}$ if $i$ and $j$ are neighbors, (ii) 0 if $i = j$, and (iii) $\infty$ otherwise.
VIA\( [i, j] \) is the first hop on the shortest path from \( i \) to \( j \). VIA\( [i, j] \) is initialized to the initial known conditions: (i) \( j \) if \( i \) and \( j \) are neighbors, (ii) 0 if \( i = j \), and (iii) \( \infty \) otherwise.

After \( pivot \) iterations of the outer loop, the following invariant holds:

\[
\text{LENGTH}[i, j] \text{ is the shortest path going through intermediate nodes from the set } \{1, \ldots, pivot\}. \text{ VIA}[i, j] \text{ is the corresponding first hop.}
\]

Convince yourself of this invariant using Algorithm 5.7 and Figure 5.6. In this figure, the \( LENGTH \) is for the paths that pass through nodes from \( \{1, \ldots, pivot\} \). The time complexity of the centralized algorithm is \( O(n^3) \).

The distributed asynchronous algorithm by Toueg [34] is shown in Algorithm 5.8. Row \( i \) of the \( LENGTH \) and VIA data structures is stored at node \( i \) which is responsible for updating this row. To avoid ambiguity, we rename these data structures as \( LEN \) and \( PARENT \), respectively. When the algorithm terminates, the final values of row \( i \) of \( LENGTH \) is available at node \( i \) as \( LEN \).

There are two challenges in making the Floyd–Warshall algorithm distributed:

1. How to access the remote datum \( \text{LENGTH}[pivot, t] \) for each execution of line (4) in the centralized algorithm of Algorithm 5.7, now being executed by \( i \)?
2. How to synchronize the execution at the different nodes? If the different nodes are not executing the same iteration of the outermost loop of Algorithm 5.7, the distributed algorithm becomes incorrect.

```
(1) for pivot = 1 to n do
(2) for s = 1 to n do
(3)   for t = 1 to n do
(4)     if \( \text{LENGTH}[s, pivot] + \text{LENGTH}[pivot, t] \) < \( \text{LENGTH}[s, t] \) then
(5)       \( \text{LENGTH}[s, t] \leftarrow \text{LENGTH}[s, pivot] + \text{LENGTH}[pivot, t] \);
(6)       \( \text{VIA}[s, t] \leftarrow \text{VIA}[s, pivot] \).
```

**Algorithm 5.7** The centralized Floyd–Warshall all-pairs shortest paths routing algorithm.
Algorithm 5.8 Toueg’s asynchronous distributed Floyd–Warshall all-pairs shortest paths routing algorithm. The code shown is for processor $P_i$, $1 \leq i \leq n$.

The problem of accessing the remote datum $\text{LENGTH}[$pivot, $t]$ is solved by using the idea of the distributed sink tree. In the centralized algorithm, after each iteration pivot of the outermost loop, if $\text{LENGTH}[s, t] \neq \infty$, then
VIA[s, t] points to the parent node on the path to t and this is the shortest path going through nodes \{1, \ldots, pivot\}. Observe that VIA[VIA[s, t], t] will also point to VIA[s, t]’s parent node on the shortest path to t, and so on. Effectively, tracing through the VIA nodes gives the shortest path to t; this path is acyclic because of the “shortest path” property (see invariant, p. 152). Thus, all nodes s for which LENGTH[s, t] \neq \infty are part of a tree to t, and this tree is termed as a sink tree, with t as the root or the sink node. In the distributed algorithm, the parent of any node on the sink tree for t is stored in PARENT[t].

Applying the sink tree idea to node pivot in iteration pivot of the distributed algorithm, we have the following observations for any node i in any iteration pivot.

- If LEN[pivot] = \infty, then i will not update its LEN and PARENT arrays in this iteration. Hence there is no need for i to receive the remote data PIV_ROW[1, \ldots, n]. In fact, there is no known path from i to pivot at this stage.
- If LEN[pivot] \neq \infty, then the remote data PIV_ROW[1, \ldots, n] is distributed to all the nodes lying on the sink tree of pivot. Observe that i necessarily lies on the sink tree of pivot. The parent of i, and its parent’s parent, and so on, all lie on that sink tree.

The asynchronous distributed algorithm proceeds as follows. In iteration pivot, node pivot broadcasts its LEN vector along its sink tree. To implement this broadcast, the parent-child edges of the sink tree need to be identified. Note that any node on the sink tree of pivot does not know which of its neighbors are its children. Hence, each node awaits a IN_TREE or NOT_IN_TREE message from each of its neighbors (lines 2–6) to identify its children. These flows seen at node i are illustrated in Figure 5.7. The broadcast of the pivot’s LEN vector is initiated by node pivot in lines 10–13. For example, consider the first iteration, where pivot = 1:

Node 1 The node executes lines 1, 2–5 by sending NOT_IN_TREE, line 6 in which it gets IN_TREE messages from its neighbors, and lines 10–13, wherein the node sends its LEN vector to its neighbors.

Figure 5.7 Message flows to determine how to selectively distribute PIV_ROW in iteration pivot in Toueg’s distributed Floyd–Warshall algorithm.
5.5 Elementary graph algorithms

Node > 1 In lines 1–4, the neighbors of node 1 send IN_TREE to node 1. In line 9, the neighbors receive PIVOT_LEN from the pivot, i.e., node 1. The reader can step through the remainder of the protocol.

When \( i \) receives PIV_LEN message containing the pivot’s PIVOT_ROW \([1..n]\) from its parent (line 9), it forwards it to its children (lines 10–11 and 14). The two inner loops of the centralized algorithm are then executed in lines 15–18 of the distributed algorithm.

The inherent distribution of PIVOT_ROW via the receive from the parent (line 9) and send to the children (line 14), as well as the synchronization of the send (lines 4–5) and receive (line 6) of IN_TREE and NOT_IN_TREE messages among neighbor nodes ensures that the asynchronous execution of the nodes gets synchronized and all nodes are forced to execute the innermost nested iteration concurrently with each other. Notice the dependence between the send of lines 4–5 and receive of line 6, and between the receive of line 9 and the send of lines 13 or 14.

The techniques for synchronization used here will be formalized in Section 5.6 under the subject of synchronizers.

**Complexity**

In each of the \( n \) iterations of the outermost loop, two IN_TREE or NOT_IN_TREE messages are sent per edge, and at most \( n - 1 \) PIV_LEN messages are sent. The overall number of messages is \( n \cdot (2l + n) \). The PIV_LEN is of size \( n \) while the IN_TREE and NOT_IN_TREE messages are of size \( O(1) \). The execution time complexity per node is \( O(n^2) \), plus the time for \( n \) convergecast–broadcast phases.

5.5.10 Asynchronous and synchronous constrained flooding (w/o a spanning tree)

**Asynchronous algorithm (Algorithm 5.9)**

This algorithm allows any process to initiate a broadcast via (constrained) flooding along the edges of the graph [33]. It is assumed that all channels are FIFO. Duplicates are detected by using sequence numbers. Each process uses the SEQNO[1..n] vector, where SEQNO[k] tracks the latest sequence number of the update initiated by process \( k \). If the sequence number on a newly arrived message is not greater than the sequence numbers already seen for that initiator, the message is simply discarded; otherwise, it is flooded on all other outgoing links. This mechanism is used by the link state routing protocol in the Internet to distribute any updates about the link loads and the network topology.

**Complexity**

The message complexity is: 2l messages in the worst case, where each message \( M \) has overhead \( O(1) \). The time complexity is: diameter \( d \) number of sequential hops.
Algorithm 5.9 The asynchronous flooding algorithm. The code shown is for processor $P_i$, $1 \leq i \leq n$. Any and all nodes can initiate the algorithm spontaneously.

**Algorithm 5.10** The synchronous flooding algorithm for learning all node’s identifiers. The code shown is for processor $P_i$, $1 \leq i \leq n$. 

---

### Terminology and basic algorithms

(local variables)

```plaintext
int SEQNO[1..n] ← 0
set of int Neighbors ← set of neighbors
```

(message types)

UPDATE

1. To send a message $M$:
   1a. if $i = root$ then
   1b. $SEQNO[i] ← SEQNO[i] + 1$;
   1c. send UPDATE($M$, $i$, $SEQNO[i]$) to each $j \in Neighbors$.

2. When UPDATE($M$, $j$, $seqno_j$) arrives from $k$:
   2a. if $SEQNO[j] < seqno_j$ then
   2b. Process the message $M$;
   2c. $SEQNO[j] ← seqno_j$;
   2d. send UPDATE($M$, $j$, $seqno_j$) to Neighbors/${k}$;
   2e. else discard the message.

---

Synchronous algorithm (Algorithm 5.10)

This algorithm [33] allows all processes to flood a local value throughout the network. The local array $STATEVEC[1..n]$ is such that $STATEVEC[k]$ is the estimate of the local value of process $k$. After $d$ number of rounds, it is guaranteed that the local value of each process has propagated throughout the network.

**Complexity**

The time complexity is: diameter $d$ rounds, and the message complexity is: $2l \cdot d$ messages, each of size $n$.

---

(local variables)

```plaintext
int STATEVEC[1..n] ← 0
set of int Neighbors ← set of neighbors
```

(message types)

UPDATE

1. $STATEVEC[i] ←$ local value;
2. for $round = 1$ to diameter $d$ do
3. send UPDATE($STATEVEC[1..n]$) to each $j \in Neighbors$;
4. for $count = 1$ to $|Neighbors|$ do
5. await UPDATE($SV[1..n]$) from some $j \in Neighbors$;
6. $STATEVEC[1..n] ← max(STATEVEC[1..n], SV[1..n])$.

---

Algorithm 5.10 The synchronous flooding algorithm for learning all node’s identifiers. The code shown is for processor $P_i$, $1 \leq i \leq n$. 

5.5.11 Minimum-weight spanning tree (MST) algorithm in a synchronous system

A minimum-weight spanning tree (MST) minimizes the cost of transmission from any node to any other node in the graph. The classical centralized MST algorithms such as those by Prim, Dijkstra, and Kruskal [9] assume that the entire weighted graph is available for examination.

- Kruskal’s algorithm begins with a forest of graph components. In each iteration, it identifies the minimum-weight edge that connects two different components, and uses this edge to merge two components. This continues until all the components are merged into a single component.
- In Prim’s algorithm and Dijkstra’s algorithm, a single-node component is selected. In each iteration, a minimum-weight edge incident on the component is identified, and the component expands to include that edge and the node at the other end of that edge. After \( n - 1 \) iterations, all the nodes are included. The MST is defined by the edges that are identified in each iteration to expand the initial component.

In a distributed algorithm, each process can communicate only with its neighbors and is aware of only the incident links and their weights. It is also assumed that the processes know the value of \( |N| = n \). The weight of each edge is unique in the network, which is necessary to guarantee a unique MST. (If weights are not unique, the IDs of the nodes on which they are incident can be used as tie-breakers by defining a well-formed order.)

A distributed algorithm by Gallagher, Humblet, and Spira [14] that generalizes the strategy of Kruskal’s centralized algorithm is given after reviewing some definitions. A forest (i.e., a disjoint union of trees) is a graph in which any pair of nodes is connected by at most one path. A spanning forest of an undirected graph \((N, L)\) is a maximal forest of \((N, L)\), i.e., an acyclic and not necessarily connected graph whose set of vertices is \(N\). When a spanning forest is connected, it becomes a spanning tree.

A spanning forest of \(G\) is a subgraph \(G'\) of \(G\) having the same node set as \(G\); the spanning forest can be viewed as a set of spanning trees, one spanning tree per “connected component” of \(G'\). All MST algorithms begin with a spanning forest having \(n\) nodes (or connected components) and without any edges. They then add a “minimum-weight outgoing edge” (MWOE) between two components.\(^2\) The spanning trees of the combining connected components combine with the MWOE to form a single spanning tree for the combined connected component. The addition of the MWOE is repeated until a spanning

\(^2\) Note that this is an undirected graph. The direction of the “outgoing” edge is logical in the sense that it identifies the direction of expansion of the connected component under consideration.
Figure 5.8 Merging of MWOE components. (a) A cycle of length 2 is possible. (b) A cycle of length greater than 2 is not possible.

tree is produced for the entire graph \((N, L)\). Such algorithms are correct because of the following observation.

Observation 5.1 For any spanning forest \(\{(N_i, L_i) | i = 1 \ldots k\}\) of a weighted undirected graph \(G\), consider any component \((N_j, L_j)\). Denote by \(\lambda_j\), the edge having the smallest weight among those that are incident on only one node in \(N_j\). Then an MST for the graph \(G\) that includes all the edges in each \(L_i\) in the spanning forest, must also include edge \(\lambda_i\).

This observation says that for any “minimum-weight” component created so far, when it grows by joining another component, the growth must be via the MWOE for that component under consideration. Intuitively, the logic is as follows. For any component containing node set \(N_j\), if edge \(x\) is used instead of the MWOE \(\lambda_j\) to connect with nodes in \(N \setminus N_j\), then the resulting tree cannot be a MST because edge \(x\) can always be replaced with the MWOE that was not chosen to yield a lower cost tree.

Consider Figure 5.8(a) where three components have been identified and are encircled. The MWOE for each component is marked by an outgoing edge (other outgoing edges are not shown). Each of the three components shown must grow only by merging with the component at the other end of the MWOE.

In a distributed algorithm, the addition of the edges should be done concurrently by having all the components identify their respective minimum-weight outgoing edge. The synchronous algorithm of Gallagher–Humblet–Spira \([14]\) uses this above observation, and is given in Algorithm 5.11. Initially, each node is the leader of its component which contains only that node. The algorithm uses \(\log(n)\) iterations. In each iteration, each component merges with at least one other component. Hence, \(\log(n)\) iterations guarantee termination with a single component.
(message types)
SEARCH_MWOE(leader) // broadcast by current leader on tree edges
EXAMINE(leader) // sent on non-tree edges after receiving
        // SEARCH_MWOE
REPLY_MWOE(local_ID, remote_ID) // details of potential MWOEs
        // are convergecast to leader
ADD_MWOE(local_ID, remote_ID) // sent by leader to add MWOE
        // and identify new leader
NEW_LEADER(leader) // broadcast by new leader after merging
        // components

leader = i;
for round = 1 to log(n) do // each merger in each iteration involves at
        // least two components

1. if leader = i then
   broadcast SEARCH_MWOE(leader) along marked edges of tree
   (Section 5.5.5).

2. On receiving a SEARCH_MWOE(leader) message that was broadcast on
   marked edges:
   (a) Each process i (including leader) sends an EXAMINE message along
       unmarked (i.e., non-tree) edges to determine if the other end of the
       edge is in the same component (i.e., whether its leader is the same).
   (b) From among all incident edges at i, for which the other end
       belongs to a different component, process i picks its incident
       MWOE(localID,remoteID).

3. The leaf nodes in the MST within the component initiate the convergecast
   (Section 5.5.5) using REPLY_MWOEs, informing their parent of their
   MWOE(localID,remoteID). All the nodes participate in this convergecast.

4. if leader = i then
   await convergecast replies along marked edges.
   Select the minimum MWOE(localID,remoteID) from all the replies.
   broadcast ADD_MWOE(localID,remoteID) along marked
   edges of tree (Section 5.5.5).
   // To ask process localID to mark the (localID, remoteID)
   // edge, i.e., include it in MST of component.

5. if an MWOE edge gets marked by both the components on which it is
   incident then
   (a) Define new_leader as the process with the larger ID on which that
       MWOE is incident (i.e., process whose ID is max(localID, remoteID)).
   (b) new_leader identifies itself as the leader for the next round.
   (c) new_leader broadcasts NEW_LEADER in the newly formed compo-
       nent along the marked edges (Section 5.5.5) announcing itself as the
       leader for the next round.

**Algorithm 5.11** The synchronous MST algorithm by Gallagher–Humblet–Spira (GHS algorithm). The
code shown is for processor \( P_i \), \( 1 \leq i \leq n \).
Each iteration goes through a broadcast–convergecast–broadcast sequence to identify the MWOE of the component, and to select the leader for the next iteration. The MWOE is identified after the broadcast (steps 1 and 2) and convergecast (step 3) by the current leader, which then does a second broadcast (step 4). The leader is selected at the end of this second broadcast (step 4); among all the components that merge in an iteration, a single leader is selected, and it identifies itself among all the nodes in the newly forming component by doing a third broadcast (step 5). This sequence of steps can be visualized using the connected component enclosed within a rectangle in Figure 5.9, using the following narrative: (a) root broadcasts SEARCH_MWOE; (b) convergecast REPLY_MWOE occurs; (c) root broadcasts ADD_MWOE; (d) if the MWOE is also chosen as the MWOE by the component at the other end of the MWOE, the incident process with the higher ID is the leader for the next iteration and broadcasts NEW_LEADER.

The correctness of the above algorithm hinges on the fact that in any iteration, when each component of the spanning forest joins with one or more other components of the spanning forest, the result is still a spanning forest! Observe that each component picks exactly one MWOE with which it connects to another component. However, more than two components can join together in one iteration. If multiple components join, we need to observe that the resulting component is still a spanning forest. To do so, model a directed graph \((P, M)\) where \(P\) is the set of components at the start of an iteration and \(M\) is the set of \(|P|\) MWOE edges chosen by the components in \(P\). In this graph, there is exactly one outgoing edge from each node in \(P\). Recall that the direction of the MWOE is logical; the underlying graph remains undirected. If component \(A\) chooses to include a MWOE leading to component \(B\), then directed edge \((A, B)\) exists in \((P, M)\). By tracing any path in this graph, observe that MWOE weights must be monotonically decreasing. To see that (i) the merging of components retains the spanning forest property, and (ii) there is a unique leader in each component after the merger in the previous round, consider the following two cases:
1. If two components join, then each must have picked the other to join with, and we have a cycle of length two. As each component was a spanning forest, joining via the common MWOE still retains the spanning forest property, and there is a unique leader in the merged component.

2. If three or more components join, then two sub-cases are possible:
   - There is some cycle of length three or more (see Figure 5.8(b)). But as any path in $(P, M)$ follows MWOEs of monotonically decreasing weights, this implies a contradiction because at least one node must have chosen an incorrect MWOE.
   - There is no cycle of length 3 or more, and at least one node in $(P, M)$ will have two or more incoming edges (component C in Figure 5.8(a)). Further, there must exist a cycle of length two. Exercise 5.22 asks you to prove this formally. As the graph has a cycle of length at most two (case 1), the resulting component after the merger of all the involved components is still a spanning component, and there is a unique leader in the merged component. That leader is the node with the larger PID incident on the MWOE that gets marked by both components on which it is incident.

**Complexity**

- In each of the $\log(n)$ iterations, each component merges with at least one other component. So after the first iteration, there are at most $n/2$ components, after the second, at most $n/4$ components, and so on. Hence, at most $\log(n)$ iterations are needed and the number of nodes in each component after iteration $k$ is at least $2^k$. In each iteration, the time complexity is $O(n)$ because the time complexity for broadcast and convergecast is bounded by $O(n)$. Hence the time complexity is $O(n \cdot \log(n))$.
- In each of the $\log(n)$ iterations, $O(n)$ messages are sent along the marked tree edges (steps 1, 3, 4, and 5). There may be up to $l = |L|$ EXAMINE messages to determine the MWOEs in step 2 of each iteration. Hence, the total message complexity is $O((n + l) \cdot \log(n))$.

The correctness of the GHS algorithm hinges on the fact that the execution occurs in synchronous rounds. This is necessary in step 2, where a process sends EXAMINE messages to its unmarked neighbors to determine whether those neighbors belong to the same or a different component than itself. If the neighbor is not synchronized, problems can occur. For example, consider edge $(j, k)$, where $j$ and $k$ become a part of the same component in “iteration” $x$. From $j$’s perspective, the neighbor $k$ may not yet have received its leader’s ID that was broadcast in step 5 of the previous iteration; hence $k$ replies to the EXAMINE message sent by $j$ based on an older ID for its leader. The testing process $j$ may (incorrectly) include $k$ in the same component as itself, thereby creating cycles in the graph. As the distance from the leader to any node in its component is not known, this needs to be dealt with even in a synchronous system. One way to enforce the synchronicity is to wait for $O(n)$ number of
communication steps; this way, all communication within the round would have completed in the synchronous model.

5.5.12 Minimum-weight spanning tree (MST) in an asynchronous system

There are two approaches to designing the asynchronous MST algorithm.

In the first approach, the synchronous GHS algorithm is simulated in an asynchronous setting. In such a simulation, the same synchronous algorithm is run, but is augmented by additional protocol steps and control messages to provide the synchronicity. Observe from the synchronous GHS that the difficulty in making it asynchronous lies in step 2. If the two nodes at the ends of an unmarked edge are in different levels, the algorithm can go wrong. Two possible ways to deal with this problem are as follows:

- After each round, an additional broadcast and convergecast on the marked edges are serially done. The newly identified leader broadcasts its ID and round number on the tree edges; the convergecast is then initiated by the leaves to acknowledge this broadcast. When the convergecast completes at the leader, it then begins the next round. Now in step 2, if the recipient of an EXAMINE message is in an earlier round, it simply delays the response to the EXAMINE, thus forcing synchrony.
  
  This costs \( n \cdot \log(n) \) extra messages.

- When a node gets involved in a new round, it simply informs each neighbor (reachable along unmarked or non-tree edges) of its new level. Only when the neighbors along unmarked edges are all in the same round does the node send the EXAMINE message in step 2.

  This costs \( |L| \cdot \log(n) \) extra messages.

The second approach to designing the asynchronous MST is to directly address all the difficulties that arise due to lack of synchrony. The original asynchronous GHS algorithm uses this approach even though it is patterned along the synchronous GHS algorithm. By carefully engineering the asynchronous algorithm, it achieves the same message complexity \( O(n \cdot \log(n) + l) \) as the synchronous algorithm and a time complexity \( O(n \cdot \log(n) \cdot (l + d)) \).

We do not present the algorithm here because it is a well-engineered algorithm with intricate details; rather, we only point out some of the difficulties in designing this algorithm:

- In step 2, if the two nodes are in different components or in different levels, there needs to be a mechanism to determine this.

- If the combining of components at different levels is permitted, then some component may keep combining with only single-node components in the worst case, thereby increasing the complexity by changing the \( \log(n) \) factor to the factor \( n \).
• The search for MWOEs by adjacent components at different levels needs to be coordinated carefully. Specifically, the rules for merging such components, as well as the rules for the concurrent search for the MWOE by these two components, need to be specified.

5.6 Synchronizers

General observations on synchronous and asynchronous algorithms

From the spanning tree algorithms, shortest path routing algorithms, constrained flooding algorithms, and the MST algorithms, it can be observed that it is much more difficult to design the algorithm for an asynchronous system, than for a synchronous system. This can be generalized to all algorithms, with few exceptions. The example algorithms also suggest that simulating synchronous behavior (of an algorithm designed for a synchronous system) on an asynchronous system is often a direct way to realize the algorithms on asynchronous systems.

Given that typical distributed systems are asynchronous, the logical question to address is whether there is a general technique to convert an algorithm designed for a synchronous system, to run on an asynchronous system. The generic class of transformation algorithms to run synchronous algorithms on asynchronous systems are called synchronizers. We make the following observations. (i) We consider only failure-free systems, whether synchronous or asynchronous. We will see later (in Chapter 14) that such transformations may not be possible in asynchronous systems in which either processes fail or channels are unreliable. (ii) Using a synchronizer provides a sure way to obtain an asynchronous algorithm. However, such an algorithm may have high complexity. Although more difficult, it may be possible to design more efficient asynchronous algorithms from scratch, rather than transforming the synchronous algorithms to run on asynchronous systems. (This was seen in the case of the GHS algorithm.) Thus, the field of systematic algorithm design for asynchronous systems is an open and challenging field.

Practically speaking, in an asynchronous system, a synchronizer is a mechanism that indicates to each process when it is safe to proceed to the next round of execution of the “synchronous” algorithm. Conceptually, the synchronizer signals to each process when it is sure that all messages to be received in the current round have arrived.

The message complexity $M_a$ and time complexity $T_a$ of the asynchronous algorithm are as follows:

\[
M_a = M_s + (M_{\text{init}} + \text{rounds} \cdot M_{\text{round}}),
\]

\[
T_a = T_s + (T_{\text{init}} + \text{rounds} \cdot T_{\text{round}}),
\]
Table 5.1 The message and time complexities for the simple, $\alpha$, $\beta$, and $\gamma$ synchronizers. $h_c$ is the greatest height of a tree among all the clusters. $L_c$ is the number of tree edges and designated edges in the clustering scheme for the $\gamma$ synchronizer. $d$ is the graph diameter.

<table>
<thead>
<tr>
<th></th>
<th>Simple synchronizer</th>
<th>$\alpha$ synchronizer</th>
<th>$\beta$ synchronizer</th>
<th>$\gamma$ synchronizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{\text{init}}$</td>
<td>0</td>
<td>0</td>
<td>$O(n \cdot \log(n))$ + $</td>
<td>L</td>
</tr>
<tr>
<td>$T_{\text{init}}$</td>
<td>$d$</td>
<td>0</td>
<td>$O(n)$</td>
<td>$n \cdot \log(n)/\log(k)$</td>
</tr>
<tr>
<td>$M_{\text{round}}$</td>
<td>$2</td>
<td>L</td>
<td>$</td>
<td>$O(</td>
</tr>
<tr>
<td>$T_{\text{round}}$</td>
<td>1</td>
<td>$O(1)$</td>
<td>$O(n)$</td>
<td>$O(h_c) (\leq O(\log(n)/\log(k)))$</td>
</tr>
</tbody>
</table>

where:

- $M_s$ is the number of messages in the synchronous algorithm;
- $\text{rounds}$ is the number of rounds in the synchronous algorithm;
- $T_s$ is the time for the synchronous algorithm. Assuming one unit (message hop) per round, this equals $\text{rounds}$;
- $M_{\text{round}}$ is the number of messages needed to simulate a round;
- $T_{\text{round}}$ is the number of sequential message hops needed to simulate a round;
- $M_{\text{init}}$ and $T_{\text{init}}$ are the number of messages and the number of sequential message hops, respectively, in the initialization phase in the asynchronous system.

We now look at four standard synchronizers: the simple, the $\alpha$, the $\beta$, and the $\gamma$ synchronizers, proposed by Awerbuch [3]. The message and time complexities of these are summarized in Table 5.1.

The $\alpha$, $\beta$, and $\gamma$ synchronizers use the notion of process safety, defined as follows. A process $i$ is said to be safe in round $r$ if all messages sent by $i$ in round $r$ have been received. The $\alpha$ and $\beta$ synchronizers are extreme cases of the $\gamma$ synchronizer and form its building blocks.

A simple synchronizer

This synchronizer requires each process to send every neighbor one and only one message in each round. If no message is to be sent in the synchronous algorithm, an empty dummy message is sent in the asynchronous algorithm; if more than one message are sent in the synchronous algorithm, they are combined into one message in the asynchronous algorithm. In any round, when a process receives a message from each neighbor, it moves to the next round.

We make the following observations about this synchronizer.
• In physical time, any two processes may be only one round apart. Thus, if process \( i \) is in round \( \text{round}_i \), any other adjacent process \( j \) must be in rounds \( \text{round}_i - 1, \text{round}_i, \) or \( \text{round}_i + 1 \) only.
• When process \( i \) is in round \( \text{round}_i \), it can receive messages only from rounds \( \text{round}_i \), or \( \text{round}_i + 1 \) from its neighbors.

Initialization
Any process may start round \( i \). Within \( d \) time units, all processes will participate in that round. Hence, \( T_{init} = d. \ M_{init} = 0 \) because no explicit messages are required solely for initialization.

Complexity
Each round requires a message to be sent on each incident link in each direction. Hence, \( M_{round} = 2|L| \) and \( T_{round} = 1 \).

The \( \alpha \) synchronizer
At any process \( i \), the \( \alpha \) synchronizer in round \( r \) moves the process to the next round \( r + 1 \) if all the neighboring processes are safe for round \( r \).

A process can learn about the safety of its neighbor if any message sent by this process is required to be acknowledged. Once a neighbor \( j \) has received acknowledgements for all the messages it sent, it sends a message informing \( i \) (and all its other neighbors) that it is safe.

Example  The operation is illustrated in Figure 5.10. (step 1) Node A sends a message to nodes C and E, and receives messages from B and E in the same round. (step 2) These messages are acknowledged after they are received. (step 3) Once node A receives the acknowledgements from C and E, it sends a message to all its neighbors to notify them that node A is safe. This allows the neighbors to not wait on A before proceeding to the next round. Node A itself can proceed to the next round only after it receives a safety notification from each of its neighbors, whether or not there was any exchange of application execution messages with them in that round.

Figure 5.10  An example showing steps of the \( \alpha \) synchronizer. (a) Execution messages (step 1) and their acknowledgements (step 2). (b) “I am safe” messages (step 3).
Complexity
For every message sent ($\leq |L|$) in a round, an ack is required. If $l'(\leq |L|)$ messages are sent in a round, $l'$ acks are needed, giving a message overhead of $2l'$ thus far; but it is assumed that an underlying transport layer (or equivalent) protocol uses acks, and hence these come for free. But additionally, $2|L|$ messages are required so that each process can inform all its neighbors that it is safe. Thus the message complexity $M_{\text{round}} = 2|L| + 2l' = O(|L|)$. The time complexity $T_{\text{round}} = O(1)$.

Initialization
No explicit initialization is needed. A process that spontaneously wakes up and initializes the algorithm sends messages to (some of) its neighbors, who then acknowledge any message received, and also reply that they are safe.

The $\beta$ synchronizer
This synchronizer assumes a rooted spanning tree. Safe leaf nodes initiate a convergecast; an intermediate node propagates the convergecast to its parent when all the nodes in its subtree, including itself, are safe. When the root becomes safe and receives the convergecast from all its children, it uses a tree broadcast to inform all the nodes to move to the next phase.

Example  Compared to the $\alpha$ synchronizer, steps 1 and 2 as described with respect to Figure 5.10 are the same to determine when to notify others about safety. The actual notification about safety uses the convergecast–broadcast sequence on a pre-established tree, instead of using step 3 of Figure 5.10.

Complexity
Just as for the $\alpha$ synchronizer, an ack is required by the $\beta$ synchronizer for each message of the $l'$ messages sent in a round; hence $l'$ acks are required, but these can be assumed to come for free, thanks to the transport layer or an equivalent lower layer protocol. Now instead of $2l$ further messages as in the $\alpha$ synchronizer, only $2(n - 1)$ further messages are required for the convergecast and broadcast. Hence, $M_{\text{round}} = 2(n - 1)$. For each round, there is an average case $2 \cdot \log(n)$ delay for $T_{\text{round}}$ and a worst-case $2n$ delay for $T_{\text{round}}$, incurred by the convergecast and the broadcast.

Initialization
There is an initialization cost, incurred by the set up of the spanning tree (the Algorithms in Section 5.5). As noted in Section 5.5, this cost is: $O(n \cdot \log(n) + |L|)$ messages and $O(n)$ time.

The $\gamma$ synchronizer
The network is organized into a set of clusters, as shown in Figure 5.11. Within a cluster, a spanning tree hierarchy exists with a distinguished root node. The
Figure 5.11 Cluster organization for the $\gamma$ synchronizer, showing six clusters A–F. Only the tree edges within each cluster, and the inter-cluster designated edges are shown.

The height of a clustering scheme, $h(c)$, is the maximum height of the spanning trees across all of the clusters. Two clusters are neighbors if there is at least one edge between one node in each of the two clusters; one of such multiple edges is the designated edge for that pair of clusters. Within a cluster, the $\beta$ synchronizer is executed; once a cluster is “stabilized,” the $\alpha$ synchronizer is executed among the clusters, over the designated edges. To convey the results of the stabilization of the inter-cluster $\alpha$ synchronizer, within each cluster, a convergecast and broadcast phase is then executed. Over the designated inter-cluster edges, two types of messages are exchanged for the $\alpha$ synchronizer: $My\_cluster\_safe$, and $Neighboring\_cluster\_safe$, with semantics that are self evident. The details of the algorithm are given in Algorithm 5.12.

Complexity

- Let $L_c$ be the total number of tree edges plus designated edges in the clustering scheme. In each round, there are four messages – $Subtree\_safe$, $This\_cluster\_safe$, $Neighboring\_cluster\_safe$, and $Next\_round$ – per tree edge, and two $My\_cluster\_safe$ messages over each designated edge. Hence, $M_{round}$ is $O(L_c)$.

- Let $h_c$ be the maximum height of any tree among the clusters, then the time complexity component $T_{round}$ is $O(h_c)$. This is due to the four phases – convergecast, broadcast, convergecast, and broadcast – contributing $4h_c$ time, the two units of time needed for all processes to become safe, and one unit of time needed for the inter-cluster messages $My\_cluster\_safe$.

Exercise 5.25 asks you to work out a formal design of how to partition the nodes into clusters, how to choose a root and a spanning tree of appropriate depth for each cluster, and how to designate the preferred edges. The requirements on the design scheme are to be able to control the complexity by suitably tuning a parameter $k$. The $\gamma(k)$ synchronizer reduces to the $\alpha$ synchronizer when $k = n - 1$, i.e., each cluster contains a single node.
168 Terminology and basic algorithms

$\gamma(k)$ synchronizer reduces to the $\beta$ synchronizer when $k = 2$, i.e., there is a single cluster. The construction will allow the $\gamma(k)$ synchronizer to be viewed as a parameterized synchronizer based on clustering.

(message types)

Subtree_safe // $\beta$ synchronizer phase’s convergecast within cluster
This_cluster_safe // $\beta$ synchronizer phase’s broadcast within cluster
My_cluster_safe // embedded inter-cluster $\alpha$ synchronizer’s messages
    // across cluster boundaries
Neighboring_cluster_safe // Convergecast following inter-cluster $\alpha$
    // synchronizer phase
Next_round // Broadcast following inter-cluster $\alpha$ synchronizer phase

for each round do

1. (\beta synchronizer phase) This phase aims to detect when all the nodes within a cluster are safe, and inform all the nodes in that cluster.
   (a) Using the spanning tree, leaves initiate the convergecast of the “Subtree_safe” message towards the root of the cluster.
   (b) After the convergecast completes, the root initiates a broadcast of “This_cluster_safe” on the spanning tree within the cluster.
   (c) (Embedded $\alpha$ synchronizer)

   (i) During this broadcast in the tree, as the nodes get engaged, the nodes also send “My_cluster_safe” messages on any incident designated inter-cluster edges.
   (ii) Each node also awaits “My_cluster_safe” messages along any such incident designated edges.

2. (Convergecast and broadcast phase) This phase aims to detect when all neighboring clusters are safe, and to inform every node within this cluster.
   (a) (Convergecast)

   (i) After the broadcast of the earlier phase (1(b)) completes, the leaves initiate a convergecast using “Neighboring_cluster_safe” messages once they receive any expected “My_cluster_safe” messages (step 1(c)) on all the designated incident edges.
   (ii) An intermediate node propagates the convergecast once it receives the “Neighboring_cluster_safe” message from all its children, and also any expected “My_cluster_safe” message (as per step 1(c)) along designated edges incident on it.

   (b) (Broadcast) Once the convergecast completes at the root of the cluster, a “Next_round” message is broadcast in the cluster’s tree to inform all the tree nodes to move to the next round.

Algorithm 5.12 The $\gamma$ synchronizer.
5.7 Maximal independent set (MIS)

For a graph \((N, L)\), an independent set of nodes \(N'\), where \(N' \subset N\), is such that for each \(i\) and \(j\) in \(N'\), \((i, j) \notin L\). An independent set \(N'\) is a maximal independent set if no strict superset of \(N'\) is an independent set. A graph may have multiple maximal independent sets; all of which may not be of the same size.\(^3\)

The maximal independent set problem requires that adjacent nodes must not be chosen. This has application in wireless broadcast where it is required that transmitters must not broadcast on the same frequency within range of each other. More generally, for any shared resources (the radio frequency bandwidth in the above example) to allow a maximum concurrent use while avoiding interference or conflicting use, a maximal independent set is required.

Computing a maximal independent set in a distributed manner is challenging. The problem becomes further interesting when a maximal independent set must be maintained when processes join and leave, and links can go down, or new links between existing nodes can be established.

A simple and elegant distributed algorithm for the MIS problem in a static system, proposed by Luby [24], is presented in Algorithm 5.13 for an asynchronous system. The idea is as follows. In each iteration, each node \(P_i\) selects a random number \(\text{random}_i\) and exchanges this value with its neighbors using the RANDOM message. If \(\text{random}_i\) is less than the random numbers chosen by all its neighbors, the node includes itself in the MIS and exits. However, whether or not a node gets included in the MIS, it informs its neighbors via the indicator parameter on the SELECTED message. On receiving SELECTED messages from all the neighbors, if a node finds that at least one of its neighbors has been selected for inclusion in the MIS, the node eliminates itself from the candidate set for inclusion. However, whether or not an unselected node eliminates itself from the candidate set, it informs its neighbors via the indicator parameter on the ELIMINATED message. If a node learns that a neighbor \(j\) is eliminated from candidacy, the node deletes \(j\) from \(\text{Neighbors}\), and proceeds to the next iteration.

The algorithm constructs an IS because once a node is selected to be in the IS, all its neighbors are deleted from the set of remaining candidate nodes for inclusion in the IS. The algorithm constructs an MIS because only the neighbors of the selected nodes are eliminated from being candidates.

Example Figure 5.12(a) and (b) show the first two rounds in the execution of the MIS algorithm. The winners have a check mark and the losers have a

\(^3\) The problem of finding the largest sized independent set is the maximum independent set problem. This is NP-hard.
cross next to them. In the third round, the node labeled I includes itself as a winner. The MIS is \{C, E, G, I, K\}.

(variables)
- \textbf{set of integer} \texttt{Neighbors} // set of neighbors
- \texttt{real} \texttt{random}_i // random number from a sufficiently large range
- \texttt{boolean} \texttt{selected}_i // becomes true when \(P_i\) is included in the MIS
- \texttt{boolean} \texttt{eliminated}_i // becomes true when \(P_i\) is eliminated from the // candidate set

(message types)
- \texttt{RANDOM(\texttt{real} \texttt{random})} // a random number is sent
- \texttt{SELECTED(\texttt{integer} \texttt{pid}, \texttt{boolean} \texttt{indicator})} // whether sender was // selected in MIS
- \texttt{ELIMINATED(\texttt{integer} \texttt{pid}, \texttt{boolean} \texttt{indicator})} // whether sender was // removed from candidates

(1a) \texttt{repeat}
(1b) \texttt{if} \texttt{Neighbors} = ∅ \texttt{then}
(1c) \texttt{selected}_i ← true; \texttt{exit();}
(1d) \texttt{random}_i ← a random number;
(1e) \texttt{send} \texttt{RANDOM(\texttt{random}_i)} to each neighbor;
(1f) \texttt{await} \texttt{RANDOM(\texttt{random}_j)} from each neighbor \(j \in \texttt{Neighbors}\);
(1g) \texttt{if} \texttt{random}_i < \texttt{random}_j (\forall j \in \texttt{Neighbors}) \texttt{then}
(1h) \texttt{send} \texttt{SELECTED(i, true)} to each \(j \in \texttt{Neighbors}\);
(1i) \texttt{selected}_i ← true; \texttt{exit();} // in MIS
(1j) \texttt{else}
(1k) \texttt{send} \texttt{SELECTED(i, false)} to each \(j \in \texttt{Neighbors}\);
(1l) \texttt{await} \texttt{SELECTED(j, \star)} from each \(j \in \texttt{Neighbors}\);
(1m) \texttt{if} \texttt{SELECTED(j, true)} arrived from some \(j \in \texttt{Neighbors}\) \texttt{then}
(1n) \texttt{for each} \(j \in \texttt{Neighbors}\) from which \texttt{SELECTED} \((\star, \texttt{false})\) arrived \texttt{do}
(1o) \texttt{send} \texttt{ELIMINATED(i, true)} to \(j\);
(1p) \texttt{eliminated}_i ← true; \texttt{exit();} // not in MIS
(1q) \texttt{else}
(1r) \texttt{send} \texttt{ELIMINATED(i, false)} to each \(j \in \texttt{Neighbors}\);
(1s) \texttt{await} \texttt{ELIMINATED(j, \star)} from each \(j \in \texttt{Neighbors}\);
(1t) \texttt{for all} \(j \in \texttt{Neighbors}\) \texttt{do}
(1u) \texttt{if} \texttt{ELIMINATED(j, true)} arrived \texttt{then}
(1v) \texttt{Neighbors} ← \texttt{Neighbors} \setminus \{j\};
(1w) \texttt{forever}.

\textbf{Algorithm 5.13} Luby's algorithm for the maximal independent set in an asynchronous system. Code shown is for process \(P_i\), \(1 \leq i \leq n\).
Figure 5.12 An example showing the execution of the MIS algorithm. (a) Winners and losers in round 1. (b) Winners up to round 2, and the losers in round 2.

**Complexity**

It is evident that in each iteration, at least one node will be included in the MIS, and at least one node will be eliminated from the candidate set. So at most \( n/2 \) iterations of the repeat loop are required. In fact, the expected number of iterations is \( O(\log n) \). The reader is referred to the paper by Luby [24] for the proof of this bound.

### 5.8 Connected dominating set

A dominating set \( (N, L) \) is a set \( N' \subseteq N \) such that each node in \( N \setminus N' \) has an edge to some node in \( N' \). Determining whether there exists a dominating set of size \( k < |N| \) is NP-complete. A connected dominating set (CDS) of \( (N, L) \) is a dominating set \( N' \) such that the subgraph induced by the nodes in \( N' \) is connected.

Finding the miminum connected dominating set (MCDS) is NP-complete, and hence polynomial time heuristics are used to design approximation algorithms. In addition to the time and message complexities, the approximation factor becomes an important metric. The approximation factor is the worst case ratio of the size of the CDS obtained by the algorithm to the size of the MCDS. Another useful metric is the stretch factor. This is the worst-case ratio of the length of the shortest route between the dominators of two nodes in the CDS overlay, to the length of the shortest routes between the two nodes in the underlying graph.

The connected dominating set can form a backbone along which a broadcast can be performed. All nodes are guaranteed to be within range of the backbone and can hence receive the broadcast. The set is thus useful for routing, particularly in the wide-area network and also in wireless networks.

A simple heuristic is to create a spanning tree and delete the edges to the leaf nodes to get a CDS. Another heuristic is to create an MIS and add edges to create a CDS. However, designing an algorithm with a low approximation factor is non-trivial. Section 5.15 points to a couple of sources for efficient distributed CDS algorithms.
5.9 Compact routing tables

Routing tables are traditionally as large as the number of destinations $n$. This can have high storage requirements as well as table lookup and processing overheads when routing each packet. If the table can be reorganized such that it is indexed by the incident incoming link, and the table entry gives the outgoing link, then the table size becomes the degree of the node, which can be much smaller than $n$. Further efficiency would depend on how the destinations reachable per channel are represented and accessed. Some of the approaches to designing compact routing tables include the following:

- **Hierarchical routing schemes** [33] The network graph is organized into clusters in a hierarchical manner, with each cluster having one clusterhead designated node that represents the cluster at the next higher level in the hierarchy. There is detailed information about routing within a cluster, at all the routers within that cluster. If the destination does not lie in the same cluster as the source, the packet is sent to the clusterhead and up the hierarchy as appropriate. Once the clusterhead of the destination is found in the routing tables, then the packet is sent across the network at that level of the hierarchy, and then down the hierarchy in the destination cluster. This form of routing is widely used in the Internet.

- **Tree-labeling schemes** [15] This family of schemes uses a logical tree topology for routing. The routing scheme requires labeling the nodes of the graph in such a way that all the destinations reachable via any link can be represented as a range of contiguous addresses $[x, y]$. A node with degree $\text{deg}$ need only maintain $\text{deg}$ entries in its routing table, where each entry is a range of contiguous addresses. For all the address intervals $[x, y]$ except at most one, the scheme must satisfy $x < y$.

**Example** Figure 5.13 shows tree labeling on a tree with seven nodes. The tree edge labels are enclosed in rectangles. Non-tree edges are in dashed lines.

Tree-labeling can provide great savings, compared to a table of size $n$ at each node. Unfortunately, all traffic is confined to the logical tree edges.

![Figure 5.13 Tree labeling on a graph with seven nodes.](image-url)
Exercise 5.26 asks you to show that it is always possible to generate a tree-labeling scheme.

- **Interval routing schemes** [15,35] The tree-labeling schemes suffer from the fact that data can be sent only over tree edges, wasting the remaining bandwidth in the system. Interval routing extends the tree labeling so that the data packets need not be sent only on the edges of a tree.

Formally, given a graph \((N, L)\), an interval routing scheme is a tuple \((B, \mathcal{I})\), where:

1. node labeling: \(B\) is a 1:1 mapping on \(N\), which assigns labels to nodes;
2. edge labeling: the mapping \(\mathcal{I}\) labels each edge in \(L\) by some subset of node labels \(B(N)\) such that for any node \(x\), all destinations are covered \((\cup_{y \in \text{Neighbors}} \mathcal{I}(x, y) \cup B(x) = N)\) and there is no duplication of coverage \((\mathcal{I}(x, w) \cap \mathcal{I}(x, y) = \emptyset \text{ for } w, y \in \text{Neighbors})\);
3. for any source \(s\) and destination \(t\) nodes, there must exist a sequence of nodes \(\langle s = x_0, x_1, \ldots, x_{k-1}, x_k = t \rangle\) where \(B(t) \in \mathcal{I}(x_{i-1}, x_i)\) for each \(i\) between 1 and \(k\). Therefore, for each source and destination pair, there must exist a path under the new mapping.

To show that an interval labeling scheme is possible for every graph, a tree with the following property is constructed: “there are no cross-edges in the corresponding graph.” The tree generated by a depth-first traversal always satisfies this property. Nodes are labeled by a preorder traversal whereas the edges are labeled by a more detailed scheme, see [35].

Two drawbacks of interval routing schemes are that: (i) they do not give any guarantees on the efficiency (lengths) of the routing paths that get chosen, and (ii) they are not robust to small changes in the topology.

- **Prefix routing schemes** [15] Prefix routing schemes overcome the drawbacks of interval routing. (This prefix routing is not to be confused with the CIDR routing used in the internet. CIDR also uses the prefixes of the destination IP address.) In prefix routing, the node labels as well as the channel labels are drawn from the same domain and are viewed as strings. The routing decision at a router is as follows: identify the channels whose label is the longest prefix of the address of the destination. This is the channel on which to route the packet for that particular destination.

The stretch factor of a routing scheme \(r\) is defined as \(\max_{i, j \in N} \left( \frac{\text{distance}_{\text{opt}}(i, j)}{\text{distance}_{\text{opt}}(i, j)} \right)\).

This is an important metric in evaluating a compact routing scheme.

All the above approaches for compact routing are rich in distributed graph algorithmic problems and challenges, including identifying and proving bounds on the efficiency of computed routes. Different graph topologies yield interesting results for these routing schemes.
5.10 Leader election

We have seen the role of a leader process in several algorithms such as the minimum spanning tree and broadcast/convergecast to compute a function over all the participating processes.

Leader election requires that all the processes agree on a common distinguished process, also termed as the leader. A leader is required in many distributed systems because algorithms are typically not completely symmetrical, and some process has to take the lead in initiating the algorithm; another reason is that we would not want all the processes to replicate the algorithm initiation, to save on resources.

Typical algorithms for leader election assume a ring topology is available. Each process has a left neighbor and a right neighbor. The Lelang, Chang, and Roberts (LCR) algorithm \[6,23\] assumes an asynchronous unidirectional ring. It also assumes that all processes have unique identifiers. Each process in the ring sends its identifier to its left neighbor. When a process \( P_i \) receives the identifier \( k \) from its right neighbor \( P_j \), it acts as follows:

- \( i < k \): forward the identifier \( k \) to its left neighbor;
- \( i > k \): ignore the message received from neighbor \( j \);
- \( i = k \): due to the assumption on nonanonymity, \( P_i \)'s identifier must have circulated across the entire ring. Hence \( P_i \) can declare itself the leader.

\( P_i \) can then send another message around the ring announcing that it has been chosen as the leader. The algorithm is given in Algorithm 5.14.

**Complexity**

The LCR algorithm (Algorithm 5.14) is in its simplest form. Several optimizations are possible. For example, if \( i \) has forwarded a probe with value \( z \) and a probe with value \( x \), where \( i < x < z \) arrives, no forwarding action on the probe needs to be taken. Despite this, it is straightforward to see that the message complexity of this algorithm is \( n \cdot (n-1)/2 \) and the time complexity is \( O(n) \).

The \( O(n^2) \) message cost can be reduced to \( O(n \log n) \) by using a binary search in both directions as proposed by Hirschberg and Sinclair \[19\]. In round \( k \), the token is circulated to \( 2^k \) neighbors on both the left and right sides. To cover the entire ring, a logarithmic number of steps are needed. Consider that in each round, a process tries to become a leader, and only the winners in round \( k \) can proceed to round \( k+1 \). In effect, a process \( i \) is a leader in round \( k \) if and only if \( i \) is the highest identifier among \( 2^k \) neighbors in both directions. Hence, any pair of leaders after round \( k \) are at least \( 2^k \) apart. Hence the number of leaders diminishes logarithmically as \( n/2^k \) Observe that in each round, there are at most \( n \) messages sent, using the supression technique of the LCR algorithm. Thus the overall complexity is \( O(n \cdot \log n) \).
5.11 Challenges in designing distributed graph algorithms

We have thus far considered some elementary but important graph problems, and seen how to solve them in distributed algorithms. The algorithms either fail or require a more complicated redesign if we assume that the graph topology changes dynamically, which happens in mobile systems.

- The graph $(N, L)$ changes dynamically in the normal course of execution of a distributed execution. An example is the load on a network link, which is really determined as the aggregate of many different flows. It is

```plaintext
(boolean)  
participate ← false  // becomes true when $P_i$ is participates in leader election

(message types)  
PROBE integer  // contains a node identifier
SELECTED integer  // announcing the result

1) When a process wakes up to participate in leader election:
   (1a) send PROBE($i$) to right neighbor;
   (1b) participate ← true.

2) When a PROBE($k$) message arrives from the left neighbor $P_j$:
   (2a) if participate = false then execute step (1) first.
   (2b) if $i > k$ then
   (2c) discard the probe;
   (2d) else if $i < k$ then
   (2f) else if $i = k$ then
   (2g) declare $i$ is the leader;
   (2h) circulate SELECTED($i$) to right neighbor;

3) When a SELECTED($x$) message arrives from left neighbor:
   (3a) if $x \neq i$ then
   (3b) note $x$ as the leader and forward message to right neighbor;
   (3c) else do not forward the SELECTED message.

Algorithm 5.14 The LCR leader election algorithm in a synchronous system. Code shown is for process $P_i, 1 \leq i \leq n$. It has been shown that there cannot exist a deterministic leader election algorithm for anonymous rings. Hence, the assumption about node identifiers is necessary in this model. However, the algorithm can be uniform, i.e., the total number of processes need not be known.)
unrealistic to expect that this will ever be static. All of a sudden, the MST algorithms (and others) need a complete overhaul.

- The graph can change if either there are link or node failures, or worse still, partitions in the network. The graph can also change when new links and new nodes are added to the network. Again, the algorithms seen thus far need to be redesigned to accommodate such changes.

The challenge posed by mobile systems additionally needs to deal with the new communication model. Here, each node is capable of transmitting data wirelessly, and all nodes within a certain radius can receive it. This is the unit-disk radius model.

5.12 Object replication problems

We now describe a real-life graph problem based on web/data replication, which also requires dynamic distributed solutions.

1. Consider a weighted graph \((N, L)\), wherein \(k\) users are situated at some \(N_k \subseteq N\) nodes, and \(r\) replicas of a data item can be placed at some \(N_r \subseteq N\). What is the optimal placement of the replicas if \(k > r\) and the users access the data item in read-only mode?

   A solution requires evaluating all placements of \(N_r\) among the nodes in \(N\) to identify \(\min(\sum_{i \in N_k, r \in N_r} dist(i, r))\), where \(dist(i, r)\) is the cost from node \(i\) to \(r\), the replica nearest to \(i\).

2. If we assume that the read accesses from each of the users in \(N_k\) have a certain frequency (or weight), the minimization function would change.

3. If each edge has a certain bandwidth or capacity, that too has to be taken into account in identifying a feasible solution.

4. Now assume that a user access to the shared data is a read operation with probability \(x\), and an update operation with probability \(1 - x\). An update operation also requires all replicas to be updated. What is the optimal placement of the replicas if \(k > r\)?

Many such graph problems do not always have polynomial solutions even in the static case. With dynamically changing input parameters, the case appears even more hopeless for an optimal solution. Fortunately, heuristics can often be used to provide good solutions.

5.12.1 Problem definition

In a large distributed system, data replication is useful for rapid access to data and for fault-tolerance. Here we look at Wolfson et al.’s optimal data replication strategy that is dynamic in that it adapts to the read and write patterns from the different nodes [37]. Let the network be modeled by the graph \((V, E)\), and let us focus on a single object for simplicity. Define a replication
scheme as a subset \( R \) of \( V \) such that each node in \( R \) has a replica of the object. Let \( r_i \) and \( w_i \) denote the rates of reads and writes issued by node \( i \). Let \( c_r(i) \) and \( c_w(i) \) denote the cost of a read and write issued by node \( i \). Let \( R \) denote the set of all possible replication schemes. The goal is to minimize the cost of the replication scheme:

\[
\min_{R \in \mathcal{R}} \left[ \sum_{i \in V} r_i \cdot c_r(i) + \sum_{i \in V} w_i \cdot c_w(i) \right].
\]

The algorithm assumes one copy serializability, which can be implemented by the read-one-write-all (ROWA) policy. ROWA can be strictly implemented in conjunction with a concurrency control mechanism such as two-phase locking; however, lazy propagation can also be used for weaker semantics.

### 5.12.2 Algorithm outline

For arbitrary graph topologies, minimizing the cost as in Eq. (5.3) is NP-complete. So we assume a tree topology \( T \), as shown in Figure 5.14. The nodes in the replication scheme \( R \) are shown in the ellipse. If \( T \) is allowed to be a tree overlay \( T \) on the network topology, then all algorithm communication is confined to the overlay. Conceptually, the set of nodes \( R \) containing the replicas is an amoeba-like connected subgraph that moves around the overlay tree \( T \) towards the “center of gravity” of the read and write activity. The amoeba-like subgraph expands when the relative cost of the reads is more than that of writes, and shrinks as the relative cost of writes is more than that of reads, reaching an equilibrium under steady state activity. This equilibrium-state subgraph for the replication scheme is optimal. The algorithm executes in steps that are separated by predetermined time periods or “epochs.” Irrespective of the initial replication scheme, the algorithm converges to the optimal replication scheme in \((\text{diameter} + 1)\) number of steps once the read-and-write pattern stabilizes.

### 5.12.3 Reads and writes

**Read**

A read operation is performed from the closest replica on the tree \( T \). If the node issuing the read query or receiving a forwarded read query is not in

---

**Figure 5.14** The tree topology and the replication scheme \( R \). Nodes inside the ellipse belong to the replication scheme.
it forwards the query towards the nodes in $R$ along the tree edges – for this, it suffices that a *parent* pointer point in the direction of the subgraph $R$. Once the query reaches a node in $R$, the value read is returned along the same path.

**Write**

A write is performed to every replica in the current replication scheme $R$. If a write operation is issued by a node not in $R$, the operation request is propagated to the closest node in $R$, like for the read operation request. Once a write operation reaches a node $i$ in $R$, the local replica is updated, and the operation is propagated to all neighbors of $i$ that belong to $R$. To implement this, a node needs to track the set of its neighbors that belong to $R$. This is done using a variable, $R$-*neighbor*.

**Implementation**

To execute a read or write operation, a node needs to know (i) whether it is in $R$ (so it can read/write from the local replica), (ii) which of its neighbors are in $R$ (to propagate write requests), and (iii) if the node is not in $R$, then which of its neighbors is the unique node that leads on the tree to $R$ (so it can propagate read and write requests). After appropriate initialization, this information is always locally available by tracking the status of the neighbor nodes.

### 5.12.4 Converging to an replication scheme

Within the replication scheme $R$, three types of nodes are defined:

- **$\overline{R}$-neighbor**: Such a node $i$ belongs to $R$ but has at least one neighbor $j$ that does not belong to $R$.
- **$R$-fringe**: Such a node $i$ belongs to $R$ and has only one neighbor $j$ that belongs to $R$. Thus, $i$ is a leaf node in the subgraph of $T$ induced by $R$ and $j$ is the parent of $i$.
- **singleton**: $\lvert R \rvert = 1$ and $i \in R$.

**Example** In Figure 5.14, node $C$ is an $R$-fringe node, nodes $A$ and $E$ are both $R$-fringe and $\overline{R}$-neighbor nodes, and node $D$ is an $\overline{R}$-neighbor node.

The algorithm uses the following three tests to adjust the replication scheme to converge to the optimal scheme:

- **Expansion test** An $\overline{R}$-neighbor node $i$ examines each such neighbor $j$ to determine whether $j$ can be included in the replication scheme, using an expansion test. Node $j$ is included in the replication scheme if the volume of reads coming from and via $j$ is more than the volume of writes that would have to be propagated to $j$ from $i$ if $j$ were included in the replication scheme.
5.12 Object replication problems

(variables)

integer \text{Neighbors}[^{1}..b_1]; \quad // b_i neighbors in tree T topology
integer \text{Read\_Received}[^{1}..b_1]; \quad // jth element gives # reads
    \quad // from \text{Neighbors}[j]
integer \text{Write\_Received}[^{1}..b_1]; \quad // jth element gives # writes
    \quad // from \text{Neighbors}[j]
integer \text{write}_i, \text{read}_i; \quad // # writes and # reads issued locally
boolean \text{success};

(1) \(P_i\) determines which tests to execute at the end of each epoch:
(1a) if \(i\) is \(\overline{R}\)-neighbor and \(R\)-fringe then
(1b) if expansion test fails then
(1c) reduction test
(1d) else if \(i\) is \(\overline{R}\)-neighbor and singleton then
(1e) if expansion test fails then
(1f) switch test
(1g) else if \(i\) is \(\overline{R}\)-neighbor and not \(R\)-fringe and not singleton then
(1h) expansion test
(1i) else if \(i\) is \(\overline{R}\)-neighbor and \(R\)-fringe then
(1j) contraction test.

(2) \(P_i\) executes expansion test:
(2a) for \(j\) from 1 to \(b_i\) do
(2b) if \(\text{Neighbors}[j]\) not in \(R\) then
(2c) if \(\text{Read\_Received}[j] > \text{write}_i + \sum_{k=1, k \neq j}^{b_i} \text{Write\_Received}[k]\) then
    send a copy of the object to \text{Neighbors}[j];
    \text{success} \leftarrow 1;
(2d) return(\text{success}).

(3) \(P_i\) executes contraction test:
(3a) let \(\text{Neighbors}[j]\) be the only neighbor in \(R\);
(3b) if \(\text{Write\_Received}[j] > \text{read}_i + \sum_{k=1, k \neq j}^{b_i} \text{Read\_Received}[k]\) then
(3c) seek permission from \text{Neighbors}[j] to exit from \(R\);
(3d) if permission received then
(3e) \text{success} \leftarrow 1; inform all neighbors;
(3f) return(\text{success}).

(4) \(P_i\) executes switch test:
(4a) for \(j\) from 1 to \(b_i\) do
(4b) if \((\text{Read\_Received}[j] + \text{Write\_Received}[j]) >
    \sum_{k=1, k \neq j}^{b_i} (\text{Read\_Received}[k] + \text{Write\_Received}[k]) +
    \text{read}_i + \text{write}_i\) then
    (4c) transfer object copy to \text{Neighbors}[j]; \text{success} \leftarrow 1;
    inform all neighbors;
(4d) return(\text{success}).

Algorithm 5.15 Adaptive data replication algorithm executed by a node \(P_i\) in replication scheme \(R\).

All variables except \text{Neighbors} are reset at the end of each epoch. \(R\) stabilizes in \(diameter + 1\) epochs after the read–write rates stabilize.
Example  In Figure 5.15(a), node $i$ includes $j$ in the replication scheme if $r > w$.

- **Contraction test** An $R$-fringe node $i$ examines whether it can exclude itself from the replication scheme, using a contraction test. Node $i$ excludes itself from the replication scheme if the volume of writes being propagated to it from $j$ is more than the volume of reads that $i$ would have to forward to $j$ if $i$ were to exit the replication scheme. Before exiting, node $i$ must seek permission from $j$ to prevent a situation where $R = \{i, j\}$ and both $i$ and $j$ simultaneously have a successful contraction test and exit, leaving no copies of the object.

Example  In Figure 5.15(b), node $i$ excludes itself from the replication scheme if $w > r$.

- **Switch test** A singleton node $i$ executes the switch test to determine if it can transfer its replica to some neighbor to optimize the objective function. A singleton node transfers its replica to a neighbor $j$ if the volume of requests being forwarded by that neighbor is greater than the volume of requests the node would have to forward to that neighbor if the replica were shifted from itself to that neighbor. If such a node $j$ exists, observe that it is uniquely identified among the neighbors of node $i$.

Example  In Figure 5.15(c), node $i$ transfers its replica to $j$ if $r + w$ being forwarded by $j$ is greater than $r + w$ that node $i$ receives from all other nodes.

The various tests are executed at the end of each “epoch.” An $\overline{R}$-neighbor node may also be an $R$-fringe node or a singleton node; in either case, the expansion test is executed first and if it fails, then the contraction test or the switch test is executed. Note that a singleton node cannot be an $R$-fringe node. The code is given in Algorithm 5.15.

**Implementation**

Each node needs to be able to determine whether it is in $R$, whether it is an $\overline{R}$-neighbor node, an $R$-fringe node, or a singleton node. This can be
determined if a node knows whether it is in \( R \), the set of neighbor nodes, and for each such neighbor, whether it is in \( R \). This is a subset of the information required for implementing read and write operations, and can be tracked easily using local exchanges. Hence, these operations are not shown in the code in Algorithm 5.15. The actions to service read and write requests described earlier are also straightforward and are not shown code.

**Correctness**

Given an initial connected replication scheme, the replication scheme after each epoch remains connected, and the replication schemes in two consecutive epochs either intersect or are adjacent singletons. This property follows from the fact that for each node \( i \in R \), in each epoch, at most one of the three tests – expansion, contraction, and switch – succeeds, and the corresponding transformation satisfies the above property. Given two disconnected components of a replication scheme, it is easy to see that adding nodes to combine the components can never increase the cost (Eq. (5.3)) of the replication scheme.

Once the read–write pattern stabilizes, the replication scheme stabilizes within \( \text{diameter} + 1 \) number of epochs, and the resulting replication scheme is optimal. The proof is fairly complex; below are the main steps to show termination, and these can be validated intuitively. For the optimality argument, note that each change in an epoch reduces the cost. The proof that the replication scheme on termination is globally optimal and not just locally optimal is given in the full paper [37].

**Termination**

- After a *switch test* succeeds, no other *expansion test* can succeed.
- If a node exits the replication scheme in a *contraction test*, it cannot re-enter the replication scheme via an *expansion test*.
- If a node exits the replication scheme in a *switch test*, it cannot re-enter the replication scheme again.

Thus, if a node exits the replication scheme, it can re-enter only by a *switch test*, and that too if the exit was via a *contraction test*. But then, no further *expansion test* can succeed. Hence, a node can exit the replication scheme at most once more – via a *switch test*. Each node can exit the replication scheme at most twice, and after the first *switch test*, no expansion can occur. Hence the replication scheme stabilizes.

It can be seen that the replication scheme first expands wherever possible, and then contracts. If it becomes a *singleton*, then the only changes possible are switches.
Arbitrary graphs

The algorithm so far assumes the graph was a tree, on which the replication scheme “amoeba” moves into optimal position. For arbitrary graphs, a tree overlay can be used. However, the tree structure also has to change dynamically because the shortest path in the spanning tree between two arbitrary nodes is not always the shortest path between the nodes in the graph. Modified versions of the three tests can now be used, but the structure of the graph does not guarantee the global optimum solution, but only that a local optimum is reached.

5.13 Chapter summary

This chapter first examined various views of the distributed system at different levels of abstraction of the topology of the system graph. It then introduced basic terminology for classifying distributed algorithms and distributed executions. This covered failure models of nodes and links. It then examined several performance metrics for distributed algorithms.

The chapter then examined several traditional distributed algorithms on graphs. The most basic of such algorithms are the spanning tree, minimum-weight spanning tree, and the shortest path algorithms – both single source and multi-source. The importance of these algorithms lies in the fact that spanning trees are used for information distribution and collection via broadcast and convergecast, respectively, and these functions need to be performed by a wide range of distributed applications. The convergecast and broadcast performed on the spanning trees also allow the repeated computation of a global function such as min, max, and \( \sum \). Some of the shortest path routing algorithms studied are seen to be used in the Internet at the network layer. In all cases, the synchronous version and then the asynchronous version of the algorithms were examined.

The various examples of algorithm design showed that it is often easier to construct an algorithm for a synchronous system than it is for an asynchronous system. The chapter then studied synchronizers, which are transformations that allow any algorithm designed for a synchronous system to run in an asynchronous system. Specifically, four synchronizers, in the order of increasing complexity, were studied – the simple synchronizer, the \( \alpha \) synchronizer, the \( \beta \) synchronizer, and the \( \gamma \) synchronizer.

A distributed randomized algorithm for the maximal independent set problem was studied, and then the problem of determining a connected dominating set was examined. The chapter then examined several compact routing schemes. These aim to trade-off routing table size for slightly longer routes. The leader election problem was then considered. The chapter concluded by taking a look at the problem of dynamic replication of read/write objects to minimize traffic.
5.14 Exercises

Exercise 5.1 Adapt the synchronous BFS spanning tree algorithm (Algorithm 5.1) to satisfy the following properties:

1. The root node can detect once the entire algorithm has terminated. The root should then terminate.
2. Each node is able to identify its child nodes without using any additional messages.
3. A process exits after the round in which it sets its parent variable.

What is the resulting space, time, and message complexity in each case?

Exercise 5.2 What is the exact number of messages sent in the spanning tree algorithm (Algorithm 5.2)? You may want to use additional parameters to characterize the graph. Is it possible to reduce the number of messages to exactly 2l?

Exercise 5.3 Modify Algorithm 5.2 to obtain a BFS tree with the asynchronous system, while retaining the framework of the flooding mechanism.

Exercise 5.4 Modify the asynchronous spanning tree algorithm (Algorithm 5.2) to eliminate the use of REJECT messages. What is the message overhead of the modified algorithm?

Exercise 5.5 What is the maximum distance between any two nodes in the tree obtained by running Algorithm 5.3?

Exercise 5.6 For Algorithm 5.3, show each of the performance complexities introduced in Section 5.3.

Exercise 5.7 For Algorithm 5.4, show each of the performance complexities introduced in Section 5.3.

Exercise 5.8 (Based on Cheung [7]) Simplify Algorithm 5.4 to deal with only a single initiator. What is the message complexity and the time complexity of the resulting algorithm?

Exercise 5.9 (Based on [2]) Modify the algorithm derived in Exercise 5.8 to obtain a depth-first search tree but with time complexity $O(n)$. (Assuming a single initiator for simplicity does not reduce the time complexity. A different strategy needs to be used.)

Exercise 5.10 Formally write the convergecast algorithm of Section 5.5.5 using the style for the other algorithms in this chapter.

Modify your algorithm to satisfy the following property. Each node has a sensed temperature reading. The maximum temperature reading is to be collected by the root.

Exercise 5.11 Modify the synchronous flooding algorithm (Algorithm 5.10) so as to reduce the complexity, assuming that all the processes only need to know the highest process identifier among all the processes in the network. For this adapted algorithm, what are the lowered complexity measures?

Exercise 5.12 Adapt Algorithms 5.5 and 5.10 to design a synchronous algorithm that achieves the following property: “in each round, each node may or may not generate a new update that it wants to distribute throughout the network. If such an update
is locally generated within a round, it should be synchronously propagated in the network.”

**Exercise 5.13** In the synchronous distributed Bellman–Ford algorithm (Algorithm 5.5), the termination condition for the algorithm assumed that each process knew the number of nodes in the graph. If this number is not known, what can be done to find it?

**Exercise 5.14** In the asynchronous Bellman–Ford algorithm (Algorithm 5.6), what can be said about the termination conditions when (i) $n$ is not known, and when (ii) $n$ is known?

For each of these two cases, modify the asynchronous Bellman–Ford algorithm to allow each process to determine when to terminate.

**Exercise 5.15** Modify the asynchronous Bellman–Ford algorithm (Algorithm 5.6) to devise the distance vector routing algorithm outlined in Section 5.5.7.

**Exercise 5.16** For the asynchronous Bellman–Ford algorithm (Algorithm 5.6), show that it has an exponential $\Omega(c^n)$ number of messages and exponential $\Omega(c^n \cdot d)$ time complexity in the worst case, where $c$ is some constant $[25]$.

**Exercise 5.17** For the asynchronous Bellman–Ford algorithm (Algorithm 5.6), if all links are assumed to have equal weight, the algorithm effectively computes the minimum-hop path. Show that under this assumption, the minimum-hop routing tables to all destinations are computed using $O(n^2 \cdot l)$ messages.

**Exercise 5.18** For the asynchronous Bellman–Ford algorithm (Algorithm 5.6):

1. If some of the links may have negative weights, what would be the impact on the shortest paths? Explain your answer.
2. If the link weights can keep changing (as in the Internet), can cycles be formed during routing based on the computed next hop?

**Exercise 5.19** In the distributed Floyd–Warshall algorithm (Algorithm 5.8), consider iteration $k$ at node $i$ and iteration $k+1$ at node $j$. Examine the dependencies in the code of $i$ and $j$ in these two iterations.

**Exercise 5.20** In the distributed Floyd–Warshall algorithm (Algorithm 5.8):

1. Show that the parameter $pivot$ is redundant on all the message types when the communication channels are FIFO.
2. Show that the parameter $pivot$ is required on all the message types when the communication channels are non-FIFO.

**Exercise 5.21** In the synchronous distributed GHS algorithm (Algorithm 5.11), it was assumed that all the edge weights were unique. Explain why this assumption was necessary, and give a way to make the weights unique if they are not so.

**Exercise 5.22** In the synchronous GHS MST algorithm, prove that when several components join to form a single component, there must exist a cycle of length two in the component graph of MWOE edges.

**Exercise 5.23** Identify how the complexity of the synchronous GHS algorithm can be reduced from $O((n + |L|) \log n)$ to $O((n \log n) + |L|)$. Explain and prove your answer.
Exercise 5.24 Consider the simple, $\alpha$, and $\beta$ synchronizers. Identify some algorithms or application areas where you can identify one synchronizer as being more efficient than the others.

Exercise 5.25 For the $\gamma$ synchronizer, significant flexibility can be achieved by varying a parameter $k$ that is used to give a bound on $L_c$ (sum of the number of tree edges and clustering edges) and $h_c$ (maximum height of any tree in any cluster). Visually, this parameter determines the flatness of the cluster hierarchy.

Show that for every $k$, $2 \leq k < n$, a clustering scheme can be designed so as to satisfy the following bounds: (1) $L_c < k \cdot n$, and (2) $h_c \leq (\log n) / (\log k)$.

Exercise 5.26 1. For the tree-labeling scheme for compact routing, show that a pre-order traversal of the tree generates a numbering that always permits tree-labeled routing.
2. Will post-order traversal always generate a valid tree-labeling scheme?
3. Will in-order traversal always generate a valid tree-labeling scheme?

Exercise 5.27 1. For the tree-labeling schemes, show that there is no uniform bound on the dialation, which is defined as the ratio of the length of the tree path to the optimal path, between any pair of nodes and an arbitrary tree.
2. Is it possible to bound the dialation by choosing a tree for any given graph? Explain your answer.

Exercise 5.28 Examine all the algorithms in this chapter, and classify them using the classifications introduced in Sections (5.2.1–5.2.10).

Exercise 5.29 Examine the impact of both fail-stop process failures and of crash process failures on all the algorithms described in this chapter. Explain your answers in each case.

Exercise 5.30 (Adaptive data replication) In the adaptive data replication scheme (Section 5.12), consider a node that is both an $R$-neighbor and an $R$-fringe node.

1. Can the expansion test and the reduction test both be successful? Prove your answer.
2. The algorithm first performs the expansion test, and if it fails, then it performs the reduction test. Is it possible to restructure the algorithm to perform the reduction test first, and then the expansion test? Prove your answer.

Exercise 5.31 Modify the rules of the expansion, contraction, and switch tests in the adaptive dynamic replication algorithm of Section 5.12 to adapt to tree overlays on arbitrary graphs, rather than to tree graphs. Justify the correctness of the modified tests.

5.15 Notes on references

The discussion on the classification of distributed algorithms is based on the vast literature, and many of the definitions are difficult to attribute to a particular source. The discussion on execution inhibition is based on Critchlow and Taylor [10]. The discussion on failure models is based on Hadzilacos and Toueg [17]. Crash failures were proposed by Lamport and Fischer [21]. Failstop failures were introduced by Schlichting and Schneider [30]. Send omission failures were introduced by Hadzilacos [16]. General omission failures and timing failures were introduced by Perry and
The various spanning tree algorithms are common knowledge and have been used informally in many contexts. Broadcast, convergecast, and distributed spanning trees are listed as part of a suite of elementary algorithms [13]. Segall [32] formally presented the broadcast and convergecast algorithms, and the breadth-first search spanning tree algorithm, on which Algorithm 5.1 is based. Algorithms 5.3 and 5.4, which compute flooding-based and depth-first search based spanning trees, respectively, in the face of concurrent initiators, use the technique of suppressing lower priority initiations. This technique has been used in many other contexts in computer science (e.g., database transaction serialization, deadlock detection). An asynchronous DFS algorithm with a specified root was given by Cheung [7]. Algorithm 5.4 adapts this to handle concurrent initiators. The solution to Exercise 5.9, which asks for a linear-time DFS tree, was given by Awerbuch [2].

The synchronous Bellman–Ford algorithm is derived from the Bellman–Ford shortest path algorithm [4,12]. The asynchronous Bellman–Ford was formalized by Chandy and Misra [5]. The distance vector routing algorithm and synchronous flooding algorithm of Algorithm 5.10 are based on the Arpanet protocols [33]. The Floyd–Warshall algorithm is from [9] and its distributed version was given by Toueg [34]. The asynchronous flooding algorithm outlined in Algorithm 5.9 is based on the link state routing protocol used in the Internet [33].

The synchronous distributed minimum spanning tree algorithm was given by Gallagher et al. [14]. Its asynchronous version was also proposed by the same authors. The notion of synchronizers, and the α, β, and γ synchronizers were introduced by Awerbuch [3]. The randomized algorithm for the maximal independent set (MIS) was proposed by Luby [24]. Several distributed algorithms to create connected dominating sets with a low approximation factor are surveyed by Wan et al. [36]. The randomized algorithm for connected dominating set by Dubhashi et al. [11] has an approximation factor of \(O(\log \Delta)\), where \(\Delta\) is the maximum degree of the network. This algorithm also has a stretch factor of \(O(\log n)\). Compact routing based on the tree topology was introduced by Santoro and Khatib [29]. Its generalization to interval routing was introduced by van Leeuwen and Tan [35]. A survey of interval routing mechanisms is given by Gavoille [15]. The LCR algorithm for leader election was proposed by LeLann [23] and Chang and Roberts who provided several optimizations [6]. The \(O(n \log n)\) algorithm for leader election was given by Hirschberg and Sinclair [19]. The result on the impossibility of election on anonymous rings was shown by Angluin [1]. The adaptive replication algorithm was proposed by Wolfson et al. [37].
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Inter-process communication via message-passing is at the core of any distributed system. In this chapter, we will study non-FIFO, FIFO, causal order, and synchronous order communication paradigms for ordering messages. We will then examine protocols that provide these message orders. We will also examine several semantics for group communication with multicast – in particular, causal ordering and total ordering. We will then look at how exact semantics can be specified for the expected behavior in the face of processor or link failures. Multicasts are required at the application layer when superimposed topologies or overlays are used, as well as at the lower layers of the protocol stack. We will examine some popular multicast algorithms at the network layer. An example of such an algorithm is the Steiner tree algorithm, which is useful for setting up multi-party teleconferencing and videoconferencing multicast sessions.

Notation
As before, we model the distributed system as a graph \((N, L)\). The following notation is used to refer to messages and events:

- When referring to a message without regard for the identity of the sender and receiver processes, we use \(m'\). For message \(m'\), its send and receive events are denoted as \(s'\) and \(r'\), respectively.
- More generally, send and receive events are denoted simply as \(s\) and \(r\). When the relationship between the message and its send and receive events is to be stressed, we also use \(M\), \(send(M)\), and \(receive(M)\), respectively.

For any two events \(a\) and \(b\), where each can be either a send event or a receive event, the notation \(a \sim b\) denotes that \(a\) and \(b\) occur at the same process, i.e., \(a \in E_i\) and \(b \in E_i\) for some process \(i\). The send and receive event pair for a message is said to be a pair of corresponding events. The send event corresponds to the receive event, and vice-versa. For a given execution \(E\), let the set of all send–receive event pairs be denoted as \(T = \{(s, r) \in E_i \times E_j \mid s\) corresponds to \(r\}\).
to \( r \}. When dealing with message ordering definitions, we will consider only send and receive events, but not internal events, because only communication events are relevant.

### 6.1 Message ordering paradigms

The order of delivery of messages in a distributed system is an important aspect of system executions because it determines the messaging behavior that can be expected by the distributed program. Distributed program logic greatly depends on this order of delivery. To simplify the task of the programmer, programming languages in conjunction with the middleware provide certain well-defined message delivery behavior. The programmer can then code the program logic with respect to this behavior.

Several orderings on messages have been defined: (i) non-FIFO, (ii) FIFO, (iii) causal order, and (iv) synchronous order. There is a natural hierarchy among these orderings. This hierarchy represents a trade-off between concurrency and ease of use and implementation. After studying the definitions of and the hierarchy among the ordering models, we will study some implementations of these orderings in the middleware layer. This section is based on Charron-Bost et al. [7].

#### 6.1.1 Asynchronous executions

**Definition 6.1 (A-execution)** An asynchronous execution (or A-execution) is an execution \((E, \prec)\) for which the causality relation is a partial order.

There cannot exist any causality cycles in any real asynchronous execution because cycles lead to the absurdity that an event causes itself. On any logical link between two nodes in the system, messages may be delivered in any order, *not necessarily* first-in first-out. Such executions are also known as *non-FIFO executions*. Although each physical link typically delivers the messages sent on it in FIFO order due to the physical properties of the medium, a logical link may be formed as a composite of physical links and multiple paths may exist between the two end points of the logical link. As an example, the mode of ordering at the Network Layer in connectionless networks such as IPv4 is non-FIFO. Figure 6.1(a) illustrates an A-execution under non-FIFO ordering.

![Figure 6.1 Illustrating FIFO and non-FIFO executions. (a) An A-execution that is not a FIFO execution. (b) An A-execution that is also a FIFO execution.](image)
6.1.2 FIFO executions

**Definition 6.2 (FIFO executions)** A FIFO execution is an $A$-execution in which,
for all $(s, r)$ and $(s', r') \in T$, $(s \sim s'$ and $r \sim r'$ and $s \prec s') \implies r \prec r'$.

On any logical link in the system, messages are necessarily delivered in the order in which they are sent. Although the logical link is inherently non-FIFO, most network protocols provide a connection-oriented service at the transport layer. Therefore, FIFO logical channels can be realistically assumed when designing distributed algorithms. A simple algorithm to implement a FIFO logical channel over a non-FIFO channel would use a separate numbering scheme to sequence the messages on each logical channel. The sender assigns and appends a \langle sequence_num, connection_id \rangle tuple to each message. The receiver uses a buffer to order the incoming messages as per the sender’s sequence numbers, and accepts only the “next” message in sequence. Figure 6.1(b) illustrates an $A$-execution under FIFO ordering.

6.1.3 Causally ordered (CO) executions

**Definition 6.3 (Causal order (CO))** A CO execution is an $A$-execution in which,
for all $(s, r)$ and $(s', r') \in T$, $(r \sim r'$ and $s \prec s') \implies r \prec r'$.

If two send events $s$ and $s'$ are related by causality ordering (not physical time ordering), then a causally ordered execution requires that their corresponding receive events $r$ and $r'$ occur in the same order at all common destinations. Note that if $s$ and $s'$ are not related by causality, then CO is vacuously satisfied because the antecedent of the implication is false.

**Examples**

- **Figure 6.2(a)** shows an execution that violates CO because $s_1 \prec s_3$ and at the common destination $P_1$, we have $r_3 \prec r^1$.
- **Figure 6.2(b)** shows an execution that satisfies CO. Only $s_1$ and $s_2$ are related by causality but the destinations of the corresponding messages are different.

![Figure 6.2 Illustration of causally ordered executions.](image)
• **Figure 6.2(c)** shows an execution that satisfies CO. No send events are related by causality.

• **Figure 6.2(d)** shows an execution that satisfies CO. $s^2$ and $s^1$ are related by causality but the destinations of the corresponding messages are different. Similarly for $s^2$ and $s^3$.

Causal order is useful for applications requiring updates to shared data, implementing distributed shared memory, and fair resource allocation such as granting of requests for distributed mutual exclusion. Some of these uses will be discussed in detail in Section 6.5 on ordering message broadcasts and multicasts.

To implement CO, we distinguish between the arrival of a message and its delivery. A message $m$ that arrives in the local OS buffer at $P_i$ may have to be delayed until the messages that were sent to $P_i$ causally before $m$ was sent (the “overtaken” messages) have arrived and are processed by the application. The delayed message $m$ is then given to the application for processing. The event of an application processing an arrived message is referred to as a *delivery* event (instead of as a *receive* event) for emphasis.

**Example** Figure 6.2(a) shows an execution that violates CO. To enforce CO, message $m^3$ should be kept pending in the local buffer after it arrives at $P_1$, until $m^1$ arrives and $m^1$ is delivered.

**Definition 6.4 (Definition of causal order (CO) for implementations)** If \( \text{send}(m^1) \prec \text{send}(m^2) \) then for each common destination $d$ of messages $m^1$ and $m^2$, \( \text{deliver}_d(m^1) \prec \text{deliver}_d(m^2) \) must be satisfied.

Observe that if the definition of causal order is restricted so that $m^1$ and $m^2$ are sent by the same process, then the property degenerates into the FIFO property. In a FIFO execution, no message can be overtaken by another message between the same (sender, receiver) pair of processes. The FIFO property which applies on a per-logical channel basis can be extended globally to give the CO property. In a CO execution, no message can be overtaken by a chain of messages between the same (sender, receiver) pair of processes.

**Example** Figure 6.2(a) shows an execution that violates CO. Message $m^1$ is overtaken by the messages in the chain \( \langle m^2, m^3 \rangle \).

CO executions can also be alternatively characterized by Definition 6.5 by simultaneously dropping the requirement from the implicand of Definition 6.3 that the receive events be on the same process, and relaxing the consequence from \((r \prec r')\) to \(\neg(r' \prec r)\), i.e., the message $m'$ sent causally later than $m$ is not received causally earlier at the common destination. This ordering is known as message ordering (MO).

**Definition 6.5 (Message order (MO))** A MO execution is an $A$-execution in which,

\[
\text{for all } (s, r) \text{ and } (s', r') \in T, \ s \prec s' \implies \neg(r' \prec r).
\]
193

6.1 Message ordering paradigms

Example Consider any message pair, say \(m^1\) and \(m^3\) in Figure 6.2(a). \(s^1 \prec s^3\) but \(\neg(r^3 \prec r^1)\) is false. Hence, the execution does not satisfy MO.

You are asked to prove the equivalence of MO executions and CO executions in Exercise 6.1. This will show that in a CO execution, a message cannot be overtaken by a chain of messages.

Another characterization of a CO execution in terms of the partial order \((E, \prec)\) is known as the empty-interval (EI) property.

Definition 6.6 (Empty-interval execution) An execution \((E, \prec)\) is an empty-interval (EI) execution if for each pair of events \((s, r) \in \mathcal{T}\), the open interval set \(\{x \in E \mid s \prec x \prec r\}\) in the partial order is empty.

Example Consider any message, say \(m^2\), in Figure 6.2(b). There does not exist any event \(x\) such that \(s^2 \prec x \prec r^2\). This holds for all messages in the execution. Hence, the execution is EI.

You are asked to prove the equivalence of EI executions and CO executions in Exercise 6.1. A consequence of the EI property is that for an empty interval \(\langle s, r \rangle\), there exists some linear extension\(^1\) such that the corresponding interval \(\{x \in E \mid s \prec x \prec r\}\) is also empty. An empty \(\langle s, r \rangle\) interval in a linear extension indicates that the two events may be arbitrarily close and can be represented by a vertical arrow in a timing diagram, which is a characteristic of a synchronous message exchange. Thus, an execution \(E\) is CO if and only if for each message, there exists some space–time diagram in which that message can be drawn as a vertical message arrow. This, however, does not imply that all messages can be drawn as vertical arrows in the same space–time diagram. If all messages could be drawn vertically in an execution, all the \(\langle s, r \rangle\) intervals would be empty in the same linear extension and the execution would be synchronous.

Another characterization of CO executions is in terms of the causal past/future of a send event and its corresponding receive event. The following corollary can be derived from the EI characterization above (Definition 6.6).

Corollary 6.1 An execution \((E, \prec)\) is CO if and only if for each pair of events \((s, r) \in \mathcal{T}\) and each event \(e \in E\),

- weak common past: \(e \prec r \implies \neg(s \prec e)\);
- weak common future: \(s \prec e \implies \neg(e \prec r)\).

Example Corollary 6.1 can be observed for the executions in Figures 6.2(b)–(d).

\(^1\) A linear extension of a partial order \((E, \prec)\) is any total order \((E, \prec)\) such that each ordering relation of the partial order is preserved.
If we require that the past of both the \( s \) and \( r \) events are identical (and analogously for the future), viz., \( e < r \implies e < s \) and \( s < e \implies r < e \), we get a subclass of CO executions, called \textit{synchronous executions}.

### 6.1.4 Synchronous execution (SYNC)

When all the communication between pairs of processes uses synchronous send and receive primitives, the resulting order is the synchronous order. As each synchronous communication involves a handshake between the receiver and the sender, the corresponding send and receive events can be viewed as occurring instantaneously and atomically. In a timing diagram, the “instantaneous” message communication can be shown by bidirectional vertical message lines. Figure 6.3(a) shows a synchronous execution on an asynchronous system. Figure 6.3(b) shows the equivalent timing diagram with the corresponding instantaneous message communication.

The “instantaneous communication” property of synchronous executions requires a modified definition of the causality relation because for each \((s, r) \in T\), the send event is not causally ordered before the receive event. The two events are viewed as being atomic and simultaneous, and neither event precedes the other.

**Definition 6.7 (Causality in a synchronous execution)** The synchronous causality relation \( \ll \) on \( E \) is the smallest transitive relation that satisfies the following:

- **S1:** If \( x \) occurs before \( y \) at the same process, then \( x \ll y \).
- **S2:** If \((s, r) \in T\), then for all \( x \in E\), \([x \ll s \iff x \ll r]\) and \((s \ll x \iff r \ll x)\).
- **S3:** If \( x \ll y \) and \( y \ll z \), then \( x \ll z \).

We can now formally define a synchronous execution.

**Definition 6.8 (Synchronous execution)** A synchronous execution (or \( S \)-execution) is an execution \((E, \ll)\) for which the causality relation \( \ll \) is a partial order.
We now show how to timestamp events in synchronous executions.

**Definition 6.9 (Timestamping a synchronous execution)** An execution $(E, \prec)$ is synchronous if and only if there exists a mapping from $E$ to $T$ (scalar timestamps) such that

- for any message $M$, $T(s(M)) = T(r(M))$;
- for each process $P_i$, if $e_i \prec e'_i$ then $T(e_i) < T(e'_i)$.

By assuming that a send event and its corresponding receive event are viewed atomically, i.e., $s(M) \prec r(M)$ and $r(M) \prec s(M)$, it follows that for any events $e_i$ and $e_j$ that are not the send event and the receive event of the same message, $e_i \prec e_j \implies T(e_i) < T(e_j)$.

### 6.2 Asynchronous execution with synchronous communication

When all the communication between pairs of processes is by using synchronous send and receive primitives, the resulting order is synchronous order. The send and receive events of a message appear instantaneous, see the example in Figure 6.3. We now address the following question:

- If a program is written for an asynchronous system, say a FIFO system, will it still execute correctly if the communication is done by synchronous primitives instead? There is a possibility that the program may *deadlock*, as shown by the code in Figure 6.4.

Charron-Bost *et al.* [7] observed that a distributed algorithm designed to run correctly on asynchronous systems (called *A-executions*) may not run correctly on synchronous systems. An algorithm that runs on an asynchronous system may *deadlock* on a synchronous system.

**Examples** The asynchronous execution of Figure 6.4, illustrated in Figure 6.5(a) using a timing diagram, will deadlock if run with synchronous primitives. The executions in Figure 6.5(b)–(c) will also deadlock when run on a synchronous system.

**Figure 6.4** A communication program for an asynchronous system deadlocks when using synchronous primitives.

<table>
<thead>
<tr>
<th>Process $i$</th>
<th>Process $j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\cdots$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$Send(j)$</td>
<td>$Send(i)$</td>
</tr>
<tr>
<td>$Receive(j)$</td>
<td>$Receive(i)$</td>
</tr>
<tr>
<td>$\cdots$</td>
<td>$\cdots$</td>
</tr>
</tbody>
</table>
6.2.1 Executions realizable with synchronous communication (RSC)

An execution can be modeled (using the interleaving model) as a feasible schedule of the events to give a total order that extends the partial order \((E, \prec)\). In an A-execution, the messages can be made to appear instantaneous if there exists a linear extension of the execution, such that each send event is immediately followed by its corresponding receive event in this linear extension. Such an A-execution can be realized under synchronous communication and is called a realizable with synchronous communication (RSC) execution.

**Definition 6.10 (Non-separated linear extension)** A non-separated linear extension of \((E, \prec)\) is a linear extension of \((E, \prec)\) such that for each pair \((s, r) \in T\), the interval \(\{x \in E | s < x < r\}\) is empty.

**Examples**

- Figure 6.2(d): \(\langle s^2, r^2, s^3, r^3, s^1, r^1 \rangle\) is a linear extension that is non-separated. \(\langle s^2, s^1, r^2, s^3, r^3, s^1 \rangle\) is a linear extension that is separated.
- Figure 6.3(b): \(\langle s^1, r^1, s^2, r^2, s^3, r^3, s^4, r^4, s^5, r^5, s^6, r^6 \rangle\) is a linear extension that is non-separated. \(\langle s^1, s^2, r^1, r^2, s^3, s^4, r^4, r^3, s^5, s^6, r^6, r^5 \rangle\) is a linear extension that is separated.

**Definition 6.11 (RSC execution)** [7] An A-execution \((E, \prec)\) is an RSC execution if and only if there exists a non-separated linear extension of the partial order \((E, \prec)\).

In the non-separated linear extension, if the adjacent send event and its corresponding receive event are viewed atomically, then that pair of events shares a common past and a common future with each other. The various other characterizations of S-executions seen in Section 6.1.4 are also seen to hold.

To use Definition 6.11 requires checking for all the linear extensions, incurs exponential overhead. You can verify this by trying to create and examine all the linear extensions of the execution in Figure 6.5(b) or (c). Thus, Definition 6.11 does not provide a practical test to determine whether a program written for a non-synchronous system, say a FIFO system,
will still execute correctly if the communication is done by synchronous primitives.

We now study a characterization of the execution in terms of a graph structure called a crown; the crown leads to a feasible test for a RSC execution.

**Definition 6.12 (Crown)** Let $E$ be an execution. A crown of size $k$ in $E$ is a sequence $\langle(s^i, r^i), i \in \{0, \ldots, k-1\}\rangle$ of pairs of corresponding send and receive events such that: $s^0 < r^1$, $s^1 < r^2$, $\ldots$, $s^{k-2} < r^{k-1}$, $s^{k-1} < r^0$.

**Examples**

- **Figure 6.5(a):** The crown is $\langle(s^1, r^1), (s^2, r^2)\rangle$ as we have $s^1 < r^2$ and $s^2 < r^1$. This execution represents the program execution in Figure 6.4.
- **Figure 6.5(b):** The crown is $\langle(s^1, r^1), (s^2, r^2)\rangle$ as we have $s^1 < r^2$ and $s^2 < r^1$.
- **Figure 6.5(c):** The crown is $\langle(s^1, r^1), (s^3, r^3), (s^2, r^2)\rangle$ as we have $s^1 < r^3$ and $s^3 < r^2$ and $s^2 < r^1$.
- **Figure 6.2(a):** The crown is $\langle(s^1, r^1), (s^2, r^2), (s^3, r^3)\rangle$ as we have $s^1 < r^2$ and $s^2 < r^3$ and $s^3 < r^1$.

In a crown, the send event $s^i$ and receive event $r^{i+1}$ may lie on the same process (e.g., Figure 6.5(c)) or may lie on different processes (e.g., Figure 6.5(a)). We can also make the following observations:

- In an execution that is not CO (see the example in Figure 6.2(a)), there must exist pairs $(s, r)$ and $(s', r')$ such that $s < r$ and $s' < r$. It is possible to generalize this to state that a non-CO execution must have a crown of size at least 2. (Exercise 6.4 asks you to prove that in a non-CO execution, there must exist a crown of size exactly 2.)
- CO executions that are not synchronous, also have crowns, e.g., the execution in Figure 6.2(b) has a crown of size 3.

Intuitively, the cyclic dependencies in a crown indicate that it is not possible to find a linear extension in which all the $(s, r)$ event pairs are adjacent. In other words, it is not possible to schedule entire messages in a serial manner, and hence the execution is not RSC.

To determine whether the RSC property holds in $(E, \prec)$, we need to determine whether there exist any cyclic dependencies among messages. Rather than incurring the exponential overhead of checking all linear extensions of $E$, we can check for crowns by using the test in Figure 6.6. On the set of messages $T$, we define an ordering $\leftrightarrow$ such that $m \leftrightarrow m'$ if and only if $s < r'$.

**Example** By drawing the directed graph $(T, \leftrightarrow)$ for each of the executions in Figures 6.2, 6.3, and 6.5, it can be seen that the graphs for Figures 6.2(d) and Figure 6.3 are acyclic. The other graphs have a cycle.
1. Define the relation \( \rightarrow : T \times T \) on messages in the execution \( (E, \prec) \) as follows. Let \( \rightarrow ([s, r], [s', r']) \) if and only if \( s \prec r' \). Observe that the condition \( s \prec r' \) (which has the form used in the definition of a crown) is implied by all the four conditions: (i) \( s \prec s' \), or (ii) \( s \prec r' \), or (iii) \( r \prec s' \), and (iv) \( r \prec r' \).

2. Now define a directed graph \( G_\rightarrow = (T, \rightarrow) \), where the vertex set is the set of messages \( T \) and the edge set is defined by \( \rightarrow \). Observe that the relation \( \rightarrow : T \times T \) is a partial order if and only if \( G_\rightarrow \) has no cycle, i.e., there must not be a cycle with respect to \( \rightarrow \) on the set of corresponding \( s, r \) events.

3. It can be seen from the definition of a crown (Definition 6.12) that \( G_\rightarrow \) has a directed cycle if and only if \( (E, \prec) \) has a crown.

This test leads to the following theorem [7].

**Theorem 6.1 (Crown criterion)** The crown criterion states that an \( A \)-computation is RSC, i.e., it can be realized on a system with synchronous communication, if and only if it contains no crown.

**Example** Using the directed graph \( (T, \rightarrow) \) for each of the executions in Figures 6.2, 6.3(a), and 6.5, it can be seen that the executions in Figures 6.2(d) and Figure 6.3(a) are RSC. The others are not RSC.

Although checking for a non-separated linear extension of \( (E, \prec) \) has exponential cost, checking for the presence of a crown based on the message scheduling test of Figure 6.6 can be performed in time that is linear in the number of communication events (see Exercise 6.3). An execution is not RSC and its graph \( G_\rightarrow \) contains a cycle if and only if in the corresponding space–time diagram, it is possible to form a cycle by (i) moving along message arrows in either direction, but (ii) always going left to right along the time line of any process.

As an RSC execution has a non-separated linear extension, it is possible to assign scalar timestamps to events, as it was assigned for a synchronous execution (Definition 6.9), as follows.

**Definition 6.13 (Timestamps for a RSC execution)** An execution \( (E, \prec) \) is RSC if and only if there exists a mapping from \( E \) to \( T \) (scalar timestamps) such that

- for any message \( M \), \( T(s(M)) = T(r(M)) \);
- for each \( (a, b) \) in \( (E \times E) \setminus T \), \( a \prec b \Rightarrow T(a) < T(b) \).

From the acyclic message scheduling criterion (Theorem 6.1) and the timestamping property above, it can be observed that an \( A \)-execution is RSC if and only if its timing diagram can be drawn such that all the message arrows are vertical.
6.2 Asynchronous execution with synchronous communication

6.2.2 Hierarchy of ordering paradigms

Let \( S_{YNC} \) (or \( RSC \)), \( CO \), \( FIFO \), and \( A \) denote the set of all possible executions ordered by synchronous order, causal order, FIFO order, and non-FIFO order, respectively. We have the following results:

- For an \( A \)-execution, \( A \) is RSC if and only if \( A \) is an \( S \)-execution.
- \( RSC \subset CO \subset FIFO \subset A \). This hierarchy is illustrated in Figure 6.7(a), and example executions of each class are shown side-by-side in Figure 6.7(b). Figure 6.1(a) shows an execution that belongs to \( A \) but not to \( FIFO \). Figure 6.2(a) shows an execution that belongs to \( FIFO \) but not to \( CO \). Figures 6.2(b) and (c) show executions that belong to \( CO \) but not to \( RSC \).
- The above hierarchy implies that some executions belonging to a class \( X \) will not belong to any of the classes included in \( X \). Thus, there are more restrictions on the possible message orderings in the smaller classes. Hence, we informally say that the included classes have less concurrency. The degree of concurrency is most in \( A \) and least in \( S_{YNC} \).
- A program using synchronous communication is easiest to develop and verify. A program using non-FIFO communication, resulting in an \( A \)-execution, is hardest to design and verify. This is because synchronous order offers the most simplicity due to the restricted number of possibilities, whereas non-FIFO order offers the greatest difficulties because it admits a much larger set of possibilities that the developer and verifier need to account for.

Thus, there is an inherent trade-off between the amount of concurrency provided, and the ease of designing and verifying distributed programs.

6.2.3 Simulations

Asynchronous programs on synchronous systems

Theorem 6.1 indicates that an \( A \)-execution can be run using synchronous communication primitives if and only if it is an RSC execution. The events in
the RSC execution are scheduled as per some nonseparated linear extension, and adjacent \((s, r)\) events in this linear extension are executed sequentially in the synchronous system. The partial order of the asynchronous execution remains unchanged.

If an \(A\)-execution is not RSC, then there is no way to schedule the events to make them RSC, without actually altering the partial order of the given \(A\)-execution. However, the following indirect strategy that does not alter the partial order can be used. Each channel \(C_{i,j}\) is modeled by a control process \(P_{i,j}\) that simulates the channel buffer. An asynchronous communication from \(i\) to \(j\) becomes a synchronous communication from \(i\) to \(P_{i,j}\) followed by a synchronous communication from \(P_{i,j}\) to \(j\). This enables the decoupling of the sender from the receiver, a feature that is essential in asynchronous systems. This approach is illustrated in Figure 6.8. The communication events at the application processes \(P_i\) and \(P_j\) are encircled. Observe that it is expensive to implement the channel processes.

**Synchronous programs on asynchronous systems**

A (valid) \(S\)-execution can be trivially realized on an asynchronous system by scheduling the messages in the order in which they appear in the \(S\)-execution. The partial order of the \(S\)-execution remains unchanged but the communication occurs on an asynchronous system that uses asynchronous communication primitives. Once a message send event is scheduled, the middleware layer waits for an acknowledgment; after the ack is received, the synchronous send primitive completes.

### 6.3 Synchronous program order on an asynchronous system

There do not exist real systems with instantaneous communication that allows for synchronous communication to be naturally realized. We need to address the basic question of how a system with synchronous communication can be implemented. We first examine non-determinism in program execution, and CSP as a representative synchronous programming language, before examining an implementation of synchronous communication.
Non-determinism
The discussions on the message orderings and their characterizations so far assumed a given partial order. This suggests that the distributed programs are deterministic, i.e., repeated runs of the same program will produce the same partial order. In many cases, programs are non-deterministic in the following senses (we are not considering here the unpredictable message delays that cause different runs to non-deterministically have different global orderings of the events in physical time):

1. A receive call can receive a message from any sender who has sent a message, if the expected sender is not specified. The receive calls in most of the algorithms in Chapter 5 are non-deterministic in this sense – the receiver is willing to perform a rendezvous with any willing and ready sender.
2. Multiple send and receive calls which are enabled at a process can be executed in an interchangeable order.

If \( i \) sends to \( j \), and \( j \) sends to \( i \) concurrently using blocking synchronous calls, there results a deadlock, similar to the one in Figure 6.4. However, there is no semantic dependency between the send and the immediately following receive at each of the processes. If the receive call at one of the processes can be scheduled before the send call, then there is no deadlock.

In this section, we consider scheduling synchronous communication events (over an asynchronous system).

6.3.1 Rendezvous

One form of group communication is called multiway rendezvous, which is a synchronous communication among an arbitrary number of asynchronous processes. All the processes involved “meet with each other,” i.e., communicate “synchronously” with each other at one time. The solutions to this problem are fairly complex, and we will not consider them further as this model of synchronous communication is not popular. Here, we study rendezvous between a pair of processes at a time, which is called binary rendezvous as opposed to the multiway rendezvous.

Support for binary rendezvous communication was first provided by programming languages such as CSP and Ada. We consider here a subset of CSP. In these languages, the repetitive command (the * operator) over the alternative command (the || operator) on multiple guarded commands (each having the form \( G_i \rightarrow CL_i \)) is used, as follows:

\[
*\left[\frac{G_1 \rightarrow CL_1 || G_2 \rightarrow CL_2 || \cdots || G_k \rightarrow CL_k}{.}\right]
\]

Each communication command may be a part of a guard \( G_i \), and may also appear within the statement block \( CL_i \). A guard \( G_i \) is a boolean expression. If a guard \( G_i \) evaluates to true then \( CL_i \) is said to be enabled, otherwise \( CL_i \) is said to be disabled. A send command of local variable \( x \) to process \( P_k \) is
denoted as “$x! P_k$.” A receive from process $P_k$ into local variable $x$ is denoted as “$P_k ? x$.” Some typical observations about synchronous communication under binary rendezvous are as follows:

- For the receive command, the sender must be specified. However, multiple receive commands can exist. A type check on the data is implicitly performed.
- Send and received commands may be individually disabled or enabled. A command is disabled if it is guarded and the guard evaluates to \textit{false}. The guard would likely contain an expression on some local variables.
- Synchronous communication is implemented by scheduling messages under the covers using asynchronous communication. Scheduling involves pairing of matching send and receive commands that are both enabled. The communication events for the control messages under the covers do not alter the partial order of the execution.

The concept underlying binary rendezvous, which provides synchronous communication, differs from the concept underlying the classification of synchronous send and receive primitives as blocking or non-blocking (studied in Chapter 1). Binary rendezvous explicitly assumes that multiple send and receives are enabled. Any send or receive event that can be “matched” with the corresponding receive or send event can be scheduled. This is dynamically scheduling the ordering of events and the partial order of the execution.

### 6.3.2 Algorithm for binary rendezvous

Various algorithms were proposed to implement binary rendezvous in the 1980s [1, 16]. These algorithms typically share the following features. At each process, there is a set of tokens representing the current interactions that are enabled locally. If multiple interactions are enabled, a process chooses one of them and tries to “synchronize” with the partner process. The problem reduces to one of scheduling messages satisfying the following constraints:

- Schedule on-line, atomically, and in a distributed manner, i.e., the scheduling code at any process does not know the application code of other processes.
- Schedule in a deadlock-free manner (i.e., crown-free), such that both the sender and receiver are enabled for a message when it is scheduled.
- Schedule to satisfy the progress property (i.e., find a schedule within a bounded number of steps) in addition to the safety (i.e., correctness) property.

Additional features of a good algorithm are: (i) symmetry or some form of fairness, i.e., not favoring particular processes over others during scheduling, and (ii) efficiency, i.e., using as few messages as possible, and involving as low a time overhead as possible.
We now outline a simple algorithm by Bagrodia [1] that makes the following assumptions:

1. Receive commands are forever enabled from all processes.
2. A send command, once enabled, remains enabled until it completes, i.e., it is not possible that a send command gets disabled (by its guard getting falsified) before the send is executed.
3. To prevent deadlock, process identifiers are used to introduce asymmetry to break potential crowns that arise.
4. Each process attempts to schedule only one send event at any time.

The algorithm illustrates how crown-free message scheduling is achieved on-line.

The message types used are: (i) $M$, (ii) $ack(M)$, (iii) $request(M)$, and (iv) $permission(M)$. A process blocks when it knows that it can successfully synchronize the current message with the partner process. Each process maintains a queue that is processed in FIFO order only when the process is unblocked. When a process is blocked waiting for a particular message that it is currently synchronizing, any other message that arrives is queued up.

Execution events in the synchronous execution are only the send of the message $M$ and receive of the message $M$. The send and receive events for the other message types – $ack(M)$, $request(M)$, and $permission(M)$ which are control messages – are under the covers, and are not included in the synchronous execution. The messages $request(M)$, $ack(M)$, and $permission(M)$ use $M$’s unique tag; the message $M$ is not included in these messages. We use capital SEND($M$) and RECEIVE($M$) to denote the primitives in the application execution, the lower case send and receive are used for the control messages.

The algorithm to enforce synchronous order is given in Algorithm 6.1. The key rules to prevent cycles among the messages are summarized as follows and illustrated in Figure 6.9:

- To send to a lower priority process, messages $M$ and $ack(M)$ are involved in that order. The sender issues $send(M)$ and blocks until $ack(M)$ arrives. Thus, when sending to a lower priority process, the sender blocks waiting for the partner process to synchronize and send an acknowledgement.
- To send to a higher priority process, messages $request(M)$, $permission(M)$, and $M$ are involved, in that order. The sender issues $send(request(M))$, does not block, and awaits permission. When $permission(M)$ arrives, the sender issues $send(M)$.

Figure 6.9 Messages used to implement synchronous order. $P_j$ has higher priority than $P_i$. (a) $P_i$ issues SEND($M$). (b) $P_j$ issues SEND($M$).
(message types)  
M, ack(M), request(M), permission(M)

(1) \textit{P}_i \text{ wants to execute SEND}(M) \text{ to a lower priority process } \textit{P}_j: 
\textit{P}_i \text{ executes } send(M) \text{ and blocks until it receives } ack(M) \text{ from } \textit{P}_j. \text{ The send event SEND}(M) \text{ now completes.}

Any \textit{M}′ message (from a higher priority processes) and \textit{request}(M′) request for synchronization (from a lower priority processes) received during the blocking period are queued.

(2) \textit{P}_i \text{ wants to execute SEND}(M) \text{ to a higher priority process } \textit{P}_j:

(2a) \textit{P}_i \text{ seeks permission from } \textit{P}_j \text{ by executing } send(request(M)).

// to avoid deadlock in which cyclically blocked processes queue
// messages.

(2b) While \textit{P}_i \text{ is waiting for permission, it remains unblocked.

(i) If a message \textit{M}′ arrives from a higher priority process \textit{P}_k, \textit{P}_i \text{ accepts } \textit{M}′ \text{ by scheduling a RECEIVE}(\textit{M}′) \text{ event and then executes } send(ack(\textit{M}′)) \text{ to } \textit{P}_k.

(ii) If a \textit{request}(\textit{M}′) arrives from a lower priority process \textit{P}_k, \textit{P}_i \text{ executes } send(permission(\textit{M}′)) \text{ to } \textit{P}_k \text{ and blocks waiting for the message } \textit{M}′. \text{ When } \textit{M}′ \text{ arrives, the RECEIVE}(\textit{M}′) \text{ event is executed.

(2c) When the permission(\textit{M}) arrives, \textit{P}_i \text{ knows partner } \textit{P}_j \text{ is synchronized and } \textit{P}_i \text{ executes } send(\textit{M}). \text{ The SEND}(\textit{M}) \text{ now completes.

(3) \textit{request}(M) \text{ arrival at } \textit{P}_i \text{ from a lower priority process } \textit{P}_j:
At the time a \textit{request}(M) \text{ is processed by } \textit{P}_i, \textit{P}_i \text{ executes } send(permission(M)) \text{ to } \textit{P}_j \text{ and blocks waiting for the message } M. \text{ When } M \text{ arrives, the RECEIVE}(M) \text{ event is executed and the process unblocks.

(4) Message M \text{ arrival at } \textit{P}_i \text{ from a higher priority process } \textit{P}_j:
At the time a message \textit{M} \text{ is processed by } \textit{P}_i, \textit{P}_i \text{ executes RECEIVE}(M) \text{ (which is assumed to be always enabled) and then send(ack(M)) \text{ to } \textit{P}_j.

(5) Processing when \textit{P}_i \text{ is unblocked:}
When \textit{P}_i \text{ is unblocked, it dequeues the next (if any) message from the queue and processes it as a message arrival (as per rules 3 or 4).

\textbf{Algorithm 6.1} A simplified implementation of synchronous order. Code shown is for process \textit{P}_i, 1 \leq i \leq n.

Thus, when sending to a higher priority process, the sender asks the higher priority process via the \textit{request}(M) \text{ to give permission to send. When the higher priority process gives permission to send, the higher priority process, which is the intended receiver, blocks.
In either case, a higher priority process blocks on a lower priority process. So cyclic waits are avoided.

In more detail, a cyclic wait is prevented because before sending a message $M$ to a higher priority process, a lower priority process requests the higher priority process for permission to synchronize on $M$, in a non-blocking manner. While waiting for this permission, there are two possibilities:

1. If a message $M'$ from a higher priority process arrives, it is processed by a receive (assuming receives are always enabled) and $\text{ack}(M')$ is returned. Thus, a cyclic wait is prevented.
2. Also, while waiting for this permission, if a $\text{request}(M')$ from a lower priority process arrives, a $\text{permission}(M')$ is returned and the process blocks until $M'$ actually arrives.

Note that the $\text{receive}(M')$ event effectively gets permuted before the $\text{send}(M)$ event (steps 2(bi) and 2(bii)).

**Examples:** Figure 6.10 shows two examples of how the algorithm breaks cyclic waits to schedule messages. Observe that in all cases in the algorithm, a higher priority process blocks on lower priority processes, irrespective of whether the higher priority process is the intended sender or the receiver of the message being scheduled. In Figure 6.10(a), at process $P_k$, the receive of the message from $P_j$ effectively gets permuted before $P_k$’s own $\text{send}(M)$ event due to step 2(bi). In Figure 6.10(b), at process $P_j$, the receive of the $\text{request}(M')$ message from $P_k$ effectively causes $M'$ to be permuted before $P_j$’s own message that it was attempting to schedule with $P_i$, due to step 2(bii).

### 6.4 Group communication

Processes across a distributed system cooperate to solve a joint task. Often, they need to communicate with each other as a group, and therefore there needs to be support for group communication. A message broadcast is the sending of a message to all members in the distributed system. The notion of a system can be confined only to those sites/processes participating in the...
joint application. Refining the notion of broadcasting, there is multicasting wherein a message is sent to a certain subset, identified as a group, of the processes in the system. At the other extreme is unicasting, which is the familiar point-to-point message communication.

Broadcast and multicast support can be provided by the network protocol stack using variants of the spanning tree. This is an efficient mechanism for distributing information. However, the hardware-assisted or network layer protocol assisted multicast cannot efficiently provide features such as the following:

- Application-specific ordering semantics on the order of delivery of messages.
- Adapting groups to dynamically changing membership.
- Sending multicasts to an arbitrary set of processes at each send event.
- Providing various fault-tolerance semantics.

If a multicast algorithm requires the sender to be a part of the destination group, the multicast algorithm is said to be a closed group algorithm. If the sender of the multicast can be outside the destination group, the multicast algorithm is said to be an open group algorithm. Open group algorithms are more general, and therefore more difficult to design and more expensive to implement, than closed group algorithms. Closed group algorithms cannot be used in several scenarios such as in a large system (e.g., on-line reservation or Internet banking systems) where client processes are short-lived and in large numbers. It is also worth noting that, for multicast algorithms, the number of groups may be potentially exponential, i.e., $O(2^n)$, and algorithms that have to explicitly track the groups can incur this high overhead.

In the remainder of this chapter we will examine multicast and broadcast mechanisms under varying degrees of strictness of assumptions on the order of delivery of messages. Two popular orders for the delivery of messages were proposed in the context of group communication: causal order and total order. Much of the seminal work on group communication was initiated by the ISIS project [4,5].

### 6.5 Causal order (CO)

Causal order has many applications such as updating replicated data, allocating requests in a fair manner, and synchronizing multimedia streams. We explain here the use of causal order in updating replicas of a data item in the system. Consider Figure 6.11(a), which shows two processes $P_1$ and $P_2$ that issue updates to the three replicas $R1(d)$, $R2(d)$, and $R3(d)$ of data item $d$. Message $m$ creates a causality between $send(m1)$ and $send(m2)$. If $P_2$ issues its update causally after $P_1$ issued its update, then $P_2$’s update should be seen by the replicas after they see $P_1$’s update, in order to preserve the semantics.
of the application. (In this case, CO is satisfied.) However, this may happen at some, all, or none of the replicas. Figure 6.11(b) shows that $R_1$ sees $P_2$’s update first, while $R_2$ and $R_3$ see $P_1$’s update first. Here, CO is violated. Figure 6.11(c) shows that all replicas see $P_2$’s update first. However, CO is still violated. If message $m$ did not exist as shown, then the executions shown in Figure 6.11(b) and (c) would satisfy CO.

Given a system with FIFO channels, causal order needs to be explicitly enforced by a protocol. The following two criteria must be met by a causal ordering protocol:

- **Safety** In order to prevent causal order from being violated, a message $M$ that arrives at a process may need to be buffered until all systemwide messages sent in the causal past of the $send(M)$ event to that same destination have already arrived. Therefore, we distinguish between the arrival of a message at a process (at which time it is placed in a local system buffer) and the event at which the message is given to the application process (when the protocol deems it safe to do so without violating causal order). The arrival of a message is transparent to the application process. The delivery event corresponds to the $receive$ event in the execution model.

- **Liveness** A message that arrives at a process must eventually be delivered to the process.

Both the algorithms we will study in this section allow each send event to unicast, multicast, or broadcast a message in the system.

### 6.5.1 The Raynal–Schiper–Toueg algorithm [22]

Intuitively, it seems logical that each message $M$ should carry a log of all other messages, or their identifiers, sent causally before $M$’s send event, and sent to the same destination $dest(M)$. This log can then be examined to ensure whether it is safe to deliver a message. All algorithms aim to reduce this log overhead, and the space and time overhead of maintaining the log information at the processes. Algorithm 6.2 gives a canonical algorithm that is representative of several algorithms that try to reduce the size of the local space and message space overhead by various techniques. In order to implement safety, the messages piggyback the control information that helps
joint application. Refining the notion of broadcasting, there is multicasting wherein a message is sent to a certain subset, identified as a group, of the processes in the system. At the other extreme is unicasting, which is the familiar point-to-point message communication.

Broadcast and multicast support can be provided by the network protocol stack using variants of the spanning tree. This is an efficient mechanism for distributing information. However, the hardware-assisted or network layer protocol assisted multicast cannot efficiently provide features such as the following:

- Application-specific ordering semantics on the order of delivery of messages.
- Adapting groups to dynamically changing membership.
- Sending multicasts to an arbitrary set of processes at each send event.
- Providing various fault-tolerance semantics.

If a multicast algorithm requires the sender to be a part of the destination group, the multicast algorithm is said to be a closed group algorithm. If the sender of the multicast can be outside the destination group, the multicast algorithm is said to be an open group algorithm. Open group algorithms are more general, and therefore more difficult to design and more expensive to implement, than closed group algorithms. Closed group algorithms cannot be used in several scenarios such as in a large system (e.g., on-line reservation or Internet banking systems) where client processes are short-lived and in large numbers. It is also worth noting that, for multicast algorithms, the number of groups may be potentially exponential, i.e., $O(2^n)$, and algorithms that have to explicitly track the groups can incur this high overhead.

In the remainder of this chapter we will examine multicast and broadcast mechanisms under varying degrees of strictness of assumptions on the order of delivery of messages. Two popular orders for the delivery of messages were proposed in the context of group communication: causal order and total order. Much of the seminal work on group communication was initiated by the ISIS project [4,5].

### 6.5 Causal order (CO)

Causal order has many applications such as updating replicated data, allocating requests in a fair manner, and synchronizing multimedia streams. We explain here the use of causal order in updating replicas of a data item in the system. Consider Figure 6.11(a), which shows two processes $P_1$ and $P_2$ that issue updates to the three replicas $R1(d)$, $R2(d)$, and $R3(d)$ of data item $d$. Message $m$ creates a causality between $send(m1)$ and $send(m2)$. If $P_2$ issues its update causally after $P_1$ issued its update, then $P_2$’s update should be seen by the replicas after they see $P_1$’s update, in order to preserve the semantics
An optimal CO algorithm stores in local message logs and propagates on messages, information of the form “\(d\) is a destination of \(M\)” about a message \(M\) sent in the causal past, as long as and only as long as:

\((\text{Propagation Constraint I})\) it is not known that the message \(M\) is delivered to \(d\), and

\((\text{Propagation Constraint II})\) it is not known that a message has been sent to \(d\) in the causal future of \(\text{Send}(M)\), and hence it is not guaranteed using a reasoning based on transitivity that the message \(M\) will be delivered to \(d\) in CO.

The Propagation Constraints also imply that if either (I) or (II) is false, the information “\(d \in M.Dests\)” must not be stored or propagated, even to remember that (I) or (II) has been falsified. Stated differently, the information “\(d \in M_{i,a}.Dests\)” must be available in the causal future of event \(e_{i,a}\), but:

- not in the causal future of \(\text{Deliver}_d(M_{i,a})\), and
- not in the causal future of \(e_{k,c}\), where \(d \in M_{k,c}.Dests\) and there is no other message sent causally between \(M_{i,a}\) and \(M_{k,c}\) to the same destination \(d\).

In the causal future of \(\text{Deliver}_d(M_{i,a})\), and \(\text{Send}(M_{k,c})\), the information is redundant; elsewhere, it is necessary. Additionally, to maintain optimality, no other information should be stored, including information about what messages have been delivered. As information about what messages have been delivered (or are guaranteed to be delivered without violating causal order) is necessary for the Delivery Condition, this information is inferred using a set-operation based logic.

The Propagation Constraints are illustrated with the help of Figure 6.12. The message \(M\) is sent by process \(i\) at event \(e\) to process \(d\). The information “\(d \in M.Dests\)”:

- must exist at \(e_1\) and \(e_2\) because (I) and (II) are true;
- must not exist at \(e_3\) because (I) is false;
- must not exist at \(e_4, e_5, e_6\) because (II) is false;
- must not exist at \(e_7, e_8\) because (I) and (II) are false.

Information about messages (i) not known to be delivered and (ii) not guaranteed to be delivered in CO, is explicitly tracked by the algorithm using \((source, timestamp, destination)\) information. The information must be deleted as soon as either (i) or (ii) becomes false. The key problem in designing an optimal CO algorithm is to identify the events at which (i) or (ii) becomes false. Information about messages already delivered and messages guaranteed to be delivered in CO is implicitly tracked without storing or propagating it, and is derived from the explicit information. Such implicit information is used for determining when (i) or (ii) becomes false for the explicit information being stored or carried in messages.
The algorithm is given in Algorithm 6.3. Procedure SND is executed atomically. Procedure RCV is executed atomically except for a possible interruption in line 2a where a non-blocking wait is required to meet the Delivery Condition. Note that the pseudo-code can be restructured to complete the processing of each invocation of SND and RCV procedures in a single pass of the data structures, by always maintaining the data structures sorted row-major and then column-major.

1. **Explicit tracking**  Tracking of (source, timestamp, destination) information for messages (i) not known to be delivered and (ii) not guaranteed to be delivered in CO, is done explicitly using the \( l.Dests \) field of entries in local logs at nodes and \( o.Dests \) field of entries in messages. Sets \( l_{i,a}.Dests \) and \( o_{i,a}.Dests \) contain explicit information of destinations to which \( M_{i,a} \) is not guaranteed to be delivered in CO and is not known to be delivered. The information about “\( d \in M_{i,a}.Dests \)” is propagated up to the earliest events on all causal paths from \( (i, a) \) at which it is known that \( M_{i,a} \) is delivered to \( d \) or is guaranteed to be delivered to \( d \) in CO.

2. **Implicit tracking**  Tracking of messages that are either (i) already delivered, or (ii) guaranteed to be delivered in CO, is performed implicitly. The information about messages (i) already delivered or (ii) guaranteed to be delivered in CO is deleted and not propagated because it is redundant as far as enforcing CO is concerned. However, it is useful in determining what information that is being carried in other messages and is being stored in logs at other nodes has become redundant and thus can be purged. The semantics are implicitly stored and propagated. This information about messages that are (i) already delivered or (ii) guaranteed to be delivered in
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(local variables)

\[
clock_j \leftarrow 0; \quad \text{// local counter clock at node } j
\]

\[
SR_{[1 \ldots n]} \leftarrow \emptyset; \quad \text{// } SR_{[i]} \text{ is the timestamp of last msg. from } i \text{ delivered to } j
\]

\[
LOG_j = \{(i_j, clock_j, Dests)\} \quad \text{// } \forall i_j (i, \emptyset, \emptyset);
\]

// Each entry denotes a message sent in the causal past, by \( i \) at \( clock_j \). \( Dests \) is the set of
// remaining destinations for which it is not known that
// \( M_{i, clock_j} \) (i) has been delivered, or (ii) is guaranteed to be delivered in CO.

(1) SND: \( j \) sends a message \( M \) to \( Dests \):

(1a) \( clock_j \leftarrow clock_j + 1; \quad \text{// } O_M \) denotes \( O_{M, j, clock_j} \)

(1b) for all \( d \in M.Dests \) do:

\[
O_M \leftarrow LOG_j;
\]

for all \( o \in O_M \), modify \( o.Dests \) as follows:

if \( d \notin o.Dests \) then

\[
O_M \leftarrow (o.Dests \setminus M.Dests);
\]

if \( d \in o.Dests \) then

\[
O_M \leftarrow (o.Dests \setminus M.Dests) \cup \{d\};
\]

// Do not propagate information about indirect dependencies that are
// guaranteed to be transitively satisfied when dependencies of \( M \) are satisfied.

for all \( o_{j, t}, Dests = \emptyset \) \( \text{ wait until } t \leq SR_{[m]}; \quad \text{// } O_M \) denotes \( O_{M, j, t} \)

if \( o_{j, t}, Dests = \emptyset \) then \( O_M \leftarrow O_M \setminus \{o_{j, t}\}; \quad \text{// } \) do not propagate older entries for which \( Dests \) field is \( \emptyset \)

send \((j, clock_j, M, Dests, O_M)\) to \( d\);

(1c) for all \( l \in LOG_j \) do

\[
I.Dests \leftarrow I.Dests \setminus Dests;
\]

// Do not store information about indirect dependencies that are guaranteed
// to be transitively satisfied when dependencies of \( M \) are satisfied.

execute \(*\) PURGE_NULL_ENTRIES(\( LOG_j \)); \quad \text{// } \) purge \( l \in LOG_j \) if \( I.Dests = \emptyset \)

(1d) \([\text{for all } l \in LOG_j] \quad \text{LOG}_j \leftarrow LOG_j \cup \{(j, clock_j, Dests)\}\)

(2) RCV: \( j \) receives a message \((k, t_k, M, Dests, O_M)\) from \( k\):

(2a) // Delivery Condition: ensure that messages sent causally before \( M \) are delivered.

for all \( o_{m, t_m} \in O_M \) do

if \( j \in o_{m, t_m}.Dests \) \( \text{ wait until } t_m \leq SR_{[m]}; \quad \text{// } O_M \) denotes \( O_{M, j, t_k} \)

(2b) Deliver \( M, SR_{[k]} \leftarrow t_k; \quad \text{// } O_M \text{ denotes } O_{M, j, t_k} \)

(2c) \( O_M \leftarrow \{(k, t_k, Dests)\} \cup O_M; \quad \text{// } O_M \text{ denotes } O_{M, j, t_k} \)

for all \( o_{m, t_m} \in O_M \) do

\[
O_M \leftarrow o_{m, t_m}.Dests \leftarrow o_{m, t_m}.Dests \setminus \{j\};
\]

// delete the now redundant dependency of message represented by \( o_{m, t_m} \) sent to \( j \)

(2d) // Merge \( O_M \) and \( LOG_j \) by eliminating all redundant entries.

// Implicitly track “already delivered” & “guaranteed to be delivered in CO”
// messages.

for all \( o_{m, t} \in O_M \) and \( l_{s, t} \in LOG_j \) such that \( s = m \) do

if \( t < t \land l_{s, t} \notin LOG_j \) then mark \( o_{m, t}; \quad \text{// } O_M \text{ denotes } O_{M, j, t_k} \)

// \( l_{s, t} \) had been deleted or never inserted, as \( l_{s, t}.Dest \) was deleted in the causal past

if \( t < t \land o_{m, t} \notin O_M \) then mark \( l_{s, t}; \quad \text{// } O_M \text{ denotes } O_{M, j, t_k} \)

// \( o_{m, t} \) had become \( \emptyset \) at another process in the causal past

Delete all marked elements in \( O_M \) and \( LOG_j \);

// delete entries about redundant information

for all \( l_{s, t} \in LOG_j \) and \( o_{m, t} \in O_M \) such that \( s = m \land t = t \) do

\[
l_{s, t}.Dests \leftarrow l_{s, t}.Dests \setminus o_{m, t}.Dests;
\]

// delete destinations for which Delivery

// Condition is satisfied or guaranteed to be satisfied as per \( o_{m, t} \)

Delete \( o_{m, t} \) from \( O_M; \quad \text{// } O_M \text{ denotes } O_{M, j, t_k} \)

// information has been incorporated in \( l_{s, t} \)

\[LOG_j \leftarrow LOG_j \cup O_M; \quad \text{// } O_M \text{ denotes } O_{M, j, t_k} \]

(2e) PURGE_NULL_ENTRIES(\( LOG_j \)); \quad \text{// } \) Purge older entries \( l \) for which \( l.Dests = \emptyset \)

for all \( l_{s, t} \in LOG_j \) do

if \( l_{s, t}.Dests = \emptyset \land \{t_j \land t < t \} \) then \( LOG_j \leftarrow LOG_j \setminus \{l_{s, t}\}; \quad \) Purge older entries \( l \) for which \( l.Dests = \emptyset \)

\[\text{Algorithm 6.3} \quad \text{The algorithm by Kshemkalyani–Singhal to optimally implement causal ordering of messages. Code for } P_j, 1 \leq j \leq n.\]
CO is tracked without explicitly storing it. Rather, the algorithm derives it from the existing explicit information about messages (i) not known to be delivered and (ii) not guaranteed to be delivered in CO, by examining only \( o_{i,a},Dests \) or \( l_{i,a},Dests \), which is a part of the explicit information.

There are two types of implicit tracking:

- The absence of a node i.d. from destination information – i.e., \( \exists d \in M_{i,a},Dests \mid d \notin l_{i,a},Dests \lor d \notin o_{i,a},Dests \) – implicitly contains information that the message has been already delivered or is guaranteed to be delivered in CO to \( d \). Clearly, \( l_{i,a},Dests = \emptyset \) or \( o_{i,a},Dests = \emptyset \) implies that message \( M_{i,a} \) has been delivered or is guaranteed to be delivered in CO to all destinations in \( M_{i,a},Dests \). An entry whose \( Dests = \emptyset \) is maintained because of the implicit information in it, viz., that of known delivery or guaranteed CO delivery to all destinations of the multicast, is useful to purge redundant information as per the Propagation Constraints.

- As the distributed computation evolves, several entries \( l_{i,a_1},Dests = \emptyset \) and \( l_{i,a_2},Dests = \emptyset \) may exist in a node’s log and a message may be carrying several entries \( o_{i,a_1},Dests = \emptyset \) and \( o_{i,a_2},Dests = \emptyset \). The second implicit tracking uses a mechanism to prevent the proliferation of such entries. The mechanism is based on the following observation: “For any two multicasts \( M_{i,a_1}, M_{i,a_2} \) such that \( a_1 < a_2 \), if \( l_{i,a_2} \in LOG_j \), then \( l_{i,a_1} \in LOG_j \). (Likewise for any message.)” Therefore, if \( l_{i,a_1},Dests \) becomes \( \emptyset \) at a node \( j \), then it can be deleted from \( LOG_j \) provided \( \exists l_{i,a_2} \in LOG_j \) such that \( a_1 < a_2 \). The presence of such \( l_{i,a_1} \) in \( LOG_j \) is automatically implied by the presence of entry \( l_{i,a_2} \) in \( LOG_j \). Thus, for a multicast \( M_{i,z} \), if \( l_{i,z} \) does not exist in \( LOG_j \), then \( l_{i,z},Dests = \emptyset \) implicitly exists in \( LOG_j \) iff \( \exists l_{i,a} \in LOG_j \mid a > z \).

As a result of the second implicit tracking mechanism, a node does not keep (and a message does not carry) entries of type \( l_{i,a},Dests = \emptyset \) in its log. However, note that a node must always keep at least one entry of type \( l_{i,a} \) (the one with the highest timestamp) in its log for each sender node \( i \). The same holds for messages.

The information tracked implicitly is useful in purging information explicitly carried in other \( O_{M'} \)-s and stored in \( LOG \) entries about “yet to be delivered to” destinations for the same message \( M_{i,a} \) as well as for messages \( M_{i,a'} \), where \( a' < a \). Thus, whenever \( o_{i,a} \) in some \( O_{M'} \) propagates to node \( j \), in line (2d), (i) the implicit information in \( o_{i,a},Dests \) is used to eliminate redundant information in \( l_{i,a},Dests \in LOG_j \); (ii) the implicit information in \( l_{i,a},Dests \in LOG_j \) is used to eliminate redundant information in \( o_{i,a},Dests \); (iii) the implicit information in \( o_{i,a} \) is used to eliminate redundant information \( l_{i,a} \in LOG_j \) if \( \exists o_{i,a'} \in O_{M'} \) and \( a' < a \); (iv) the implicit information in \( l_{i,a} \) is used to eliminate redundant information \( o_{i,a} \in O_{M'} \) if \( \exists l_{i,a'} \in LOG_j \) and \( a' < a \); and (v) only non-redundant information remains in \( O_{M'} \) and \( LOG_j \); this is merged together into an updated \( LOG_j \).
Example [6] In the example in Figure 6.13, the timing diagram illustrates (i) the propagation of explicit information “$P_6 \in M_{5,1}.Dests$” and (ii) the inference of implicit information that “$M_{5,1}$ has been delivered to $P_6$, or is guaranteed to be delivered in causal order to $P_6$ with respect to any future messages.” A thick arrow indicates that the corresponding message contains the explicit information piggybacked on it. A thick line during some interval of the time line of a process indicates the duration in which this information resides in the log local to that process. The number “a” next to an event indicates that it is the $a$th event at that process.

Multicasts $M_{5,1}$ and $M_{4,2}$
Message $M_{5,1}$ sent to processes $P_4$ and $P_6$ contains the piggybacked information “$M_{5,1}.Dests = \{P_4, P_6\}$.” Additionally, at the send event ($5, 1$), the information “$M_{5,1}.Dests = \{P_4, P_6\}$” is also inserted in the local log $Log_5$. When $M_{5,1}$ is delivered to $P_6$, the (new) piggybacked information “$P_4 \in M_{5,1}.Dests$” is stored in $Log_6$ as “$M_{5,1}.Dests = \{P_i\}$”; information about “$P_6 \in M_{5,1}.Dests$,” which was needed for routing, must not be stored in $Log_6$ because of constraint I. Symmetrically, when $M_{5,1}$ is delivered to process $P_4$ at event ($4, 1$), only the new piggybacked information “$P_6 \in M_{5,1}.Dests$” is inserted in $Log_4$ as “$M_{5,1}.Dests = \{P_6\}$,” which is later propagated during multicast $M_{4,2}$.

Multicast $M_{4,3}$
At event ($4, 3$), the information “$P_6 \in M_{5,1}.Dests$” in $Log_4$ is propagated on multicast $M_{4,3}$ only to process $P_6$ to ensure causal delivery using the Delivery Condition. The piggybacked information on message $M_{4,3}$ sent to process $P_3$ must not contain this information because of constraint II. (The piggybacked information contains “$M_{4,3}.Dests = \{P_6\}$.” As long as any future message

![Figure 6.13 An example to illustrate the propagation constraints [6].](image-url)
sent to \( P_6 \) is delivered in causal order w.r.t. \( M_{4,3} \) sent to \( P_6 \), it will also be delivered in causal order w.r.t. \( M_{5,1} \) sent to \( P_6 \). And as \( M_{5,1} \) is already delivered to \( P_4 \), the information \( "M_{5,1}.\text{Dest} = \emptyset" \) is piggybacked on \( M_{4,3} \) sent to \( P_3 \). Similarly, the information \( "P_6 \in M_{5,1}.\text{Dest} \) must be deleted from \( \text{Log}_4 \) as it will no longer be needed, because of constraint II. \( "M_{5,1}.\text{Dest} = \emptyset" \) is stored in \( \text{Log}_4 \) to remember that \( M_{5,1} \) has been delivered or is guaranteed to be delivered in causal order to all its destinations.

### Learning implicit information at \( P_2 \) and \( P_3 \)

When message \( M_{4,2} \) is received by processes \( P_2 \) and \( P_3 \), they insert the (new) piggybacked information in their local logs, as information \( "M_{5,1}.\text{Dest} = \{ P_6 \} \)." They both continue to store this in \( \text{Log}_2 \) and \( \text{Log}_3 \) and propagate this information on multicasts until they “learn” at events (2, 4) and (3, 2) on receipt of messages \( M_{3,3} \) and \( M_{4,3} \), respectively, that any future message is guaranteed to be delivered in causal order to process \( P_6 \), w.r.t. \( M_{5,1} \) sent to \( P_6 \). Hence by constraint II, this information must be deleted from \( \text{Log}_2 \) and \( \text{Log}_3 \). The logic by which this “learning” occurs is as follows:

- When \( M_{4,3} \) with piggybacked information \( "M_{5,1}.\text{Dest} = \emptyset" \) is received by \( P_3 \) at (3, 2), this is inferred to be valid current implicit information about multicast \( M_{5,1} \) because the log \( \text{Log}_3 \) already contains explicit information \( "P_6 \in M_{5,1}.\text{Dest} \) about that multicast. Therefore, the explicit information in \( \text{Log}_3 \) is inferred to be old and must be deleted to achieve optimality. \( M_{5,1}.\text{Dest} \) is set to \( \emptyset \) in \( \text{Log}_3 \).

- The logic by which \( P_2 \) learns this implicit knowledge on the arrival of \( M_{3,3} \) is identical.

### Processing at \( P_6 \)

Recall that when message \( M_{5,1} \) is delivered to \( P_6 \), only \( "M_{5,1}.\text{Dest} = \{ P_4 \}\) is added to \( \text{Log}_6 \). Further, \( P_6 \) propagates only \( "M_{5,1}.\text{Dest} = \{ P_4 \}\) (from \( \text{Log}_6 \)) on message \( M_{4,2} \), and this conveys the current implicit information \( "M_{5,1} \) has been delivered to \( P_6 \)” by its very absence in the explicit information.

- When the information \( "P_6 \in M_{5,1}.\text{Dest} \) arrives on \( M_{4,3} \), piggybacked as \( "M_{5,1}.\text{Dest} = \{ P_6 \}\),” it is used only to ensure causal delivery of \( M_{4,3} \) using the Delivery Condition, and is not inserted in \( \text{Log}_6 \) (constraint I) – further, the presence of \( "M_{5,1}.\text{Dest} = \{ P_4 \}\) in \( \text{Log}_6 \) implies the implicit information that \( M_{5,1} \) has already been delivered to \( P_6 \). Also, the absence of \( P_4 \) in \( M_{5,1}.\text{Dest} \) in the explicit piggybacked information implies the implicit information that \( M_{5,1} \) has been delivered or is guaranteed to be delivered in causal order to \( P_4 \), and, therefore, \( M_{5,1}.\text{Dest} \) is set to \( \emptyset \) in \( \text{Log}_6 \).

- When the information \( "P_6 \in M_{5,1}.\text{Dest} \) arrives on \( M_{4,2} \), piggybacked as \( "M_{5,1}.\text{Dest} = \{ P_4, P_6 \}\),” it is used only to ensure causal delivery of
**6.6 Total order**

While causal order has many uses, there are other orderings that are also useful. **Total order** is such an ordering [4,5]. Consider the example of updates to replicated data, as shown in Figure 6.11. As the replicas are of just one data item \(d\), it would be logical to expect that all replicas see the updates in the same order, whether or not the issuing of the updates are causally related. This way, the issue of coherence and consistency of the replica values goes away. Such a replicated system would still be useful for fault-tolerance, as well as for easy availability for “read” operations. Total order, which requires that all messages be received in the same order by the recipients of the messages, is formally defined as follows:

**Definition 6.14 (Total order)** For each pair of processes \(P_i\) and \(P_j\) and for each pair of messages \(M_x\) and \(M_y\) that are delivered to both the processes, \(P_i\) is delivered \(M_x\) before \(M_y\) if and only if \(P_j\) is delivered \(M_x\) before \(M_y\).
Example  The execution in Figure 6.11(b) does not satisfy total order. Even if the message \textit{m} did not exist, total order would not be satisfied. The execution in Figure 6.11(c) satisfies total order.

### 6.6.1 Centralized algorithm for total order

Assuming all processes broadcast messages, the centralized solution shown in Algorithm 6.4 enforces total order in a system with FIFO channels. Each process sends the message it wants to broadcast to a centralized process, which simply relays all the messages it receives to every other process over FIFO channels. It is straightforward to see that total order is satisfied. Furthermore, this algorithm also satisfies causal message order.

#### Algorithm 6.4

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
</table>
| 1    | When process \( P_i \) wants to multicast a message \( M \) to group \( G \):  
| 1a   | send \( M(i, G) \) to central coordinator. |
| 2    | When \( M(i, G) \) arrives from \( P_i \) at the central coordinator:  
| 2a   | send \( M(i, G) \) to all members of the group \( G \). |
| 3    | When \( M(i, G) \) arrives at \( P_j \) from the central coordinator:  
| 3a   | deliver \( M(i, G) \) to the application. |

A centralized algorithm to implement total order and causal order of messages.

**Complexity**

Each message transmission takes two message hops and exactly \( n \) messages in a system of \( n \) processes.

**Drawbacks**

A centralized algorithm has a single point of failure and congestion, and is therefore not an elegant solution.

### 6.6.2 Three-phase distributed algorithm

A distributed algorithm that enforces total and causal order for closed groups is given in Algorithm 6.5. The three phases of the algorithm are first described from the viewpoint of the sender, and then from the viewpoint of the receiver.

**Sender**

**Phase 1**  In the first phase, a process multicasts (line 1b) the message \( M \) with a locally unique tag and the local timestamp to the group members.

**Phase 2**  In the second phase, the sender process awaits a reply from all the group members who respond with a tentative proposal for a revised timestamp for that message \( M \). The \texttt{await} call in line 1d is non-blocking,
record \texttt{Q}\_entry
\begin{itemize}
\item \texttt{M}: \texttt{int}; // the application message
\item \texttt{tag}: \texttt{int}; // unique message identifier
\item \texttt{sender\_id}: \texttt{int}; // sender of the message
\item \texttt{timestamp}: \texttt{int}; // tentative timestamp assigned to message
\item \texttt{deliverable}: \texttt{boolean}; // whether message is ready for delivery
\end{itemize}

(local variables)

\textbf{queue of} \texttt{Q}\_entry: \texttt{temp\_Q}, \texttt{delivery\_Q}
\begin{itemize}
\item \texttt{clock} // Used as a variant of Lamport’s scalar clock
\item \texttt{priority} // Used to track the highest proposed timestamp
\end{itemize}

(message types)

\texttt{REVISE\_TS}(M, i, tag, ts)
\begin{itemize}
\item // Phase 1 message sent by \( P_i \), with initial timestamp \( ts \)
\end{itemize}

\texttt{PROPOSED\_TS}(j, i, tag, ts)
\begin{itemize}
\item // Phase 2 message sent by \( P_j \), with revised timestamp, to \( P_i \)
\end{itemize}

\texttt{FINAL\_TS}(i, tag, ts)
\begin{itemize}
\item // Phase 3 message sent by \( P_i \), with final timestamp
\end{itemize}

(1) When process \( P_i \) wants to multicast a message \( M \) with a tag \( tag \):
\begin{itemize}
\item (1a) \( clock \leftarrow clock + 1 \);
\item (1b) \textbf{send} \texttt{REVISE\_TS}(M, i, tag, clock) to all processes;
\item (1c) \( temp\_ts \leftarrow 0 \);
\item (1d) \textbf{await} \texttt{PROPOSED\_TS}(j, i, tag, ts) from each process \( P_j \);
\item (1e) \forall j \in N, \textbf{do} \( temp\_ts \leftarrow \text{max}(temp\_ts, ts_j) \);
\item (1f) \textbf{send} \texttt{FINAL\_TS}(i, tag, temp\_ts) to all processes;
\item (1g) \( clock \leftarrow \text{max}(clock, temp\_ts) \).
\end{itemize}

(2) When \texttt{REVISE\_TS}(M, j, tag, clk) arrives from \( P_j \):
\begin{itemize}
\item (2a) \( priority \leftarrow \text{max}(priority + 1, clk) \);
\item (2b) \textbf{insert} \((M, tag, j, priority, \text{undeliverable})\) in \texttt{temp\_Q}; // at end of queue
\item (2c) \textbf{send} \texttt{PROPOSED\_TS}(i, j, tag, priority) to \( P_j \).
\end{itemize}

(3) When \texttt{FINAL\_TS}(j, x, clk) arrives from \( P_j \):
\begin{itemize}
\item (3a) Identify entry \( Q\_e \) in \texttt{temp\_Q}, where \( Q\_e.tag = x \);
\item (3b) \textbf{mark} \( Q\_e.deliverable \) as true;
\item (3c) Update \( Q\_e.timestamp \) to \( clk \) and re-sort \texttt{temp\_Q} based on the timestamp field;
\item (3d) \textbf{if} \((\text{head(temp\_Q)}.tag = Q\_e.tag) \textbf{then}
\item (3e) \textbf{move} \( Q\_e \) \textbf{from} \texttt{temp\_Q} \textbf{to} \texttt{delivery\_Q};
\item (3f) \textbf{while} \((\text{head(temp\_Q)}.deliverable \text{ is true}) \textbf{do}
\item (3g) \textbf{dequeue} \text{head(temp\_Q)} \text{ and insert in delivery\_Q}.
\end{itemize}

(4) When \( P_i \) removes a message \((M, tag, j, ts, deliverable)\) from \texttt{head(delivery\_Q)};
\begin{itemize}
\item (4a) \( clock \leftarrow \text{max}(clock, ts) + 1 \).
\end{itemize}

\textbf{Algorithm 6.5} A distributed algorithm to implement total order and causal order of messages. Code at \( P_i, 1 \leq i \leq n \).
i.e., any other messages received in the meanwhile are processed. Once all expected replies are received, the process computes the maximum of the proposed timestamps for $M$, and uses the maximum as the final timestamp.

**Phase 3** In the third phase, the process multicasts the final timestamp to the group in line (1f).

**Receivers**

**Phase 1** In the first phase, the receiver receives the message with a tentative/proposed timestamp. It updates the variable priority that tracks the highest proposed timestamp (line 2a), then revises the proposed timestamp to the priority, and places the message with its tag and the revised timestamp at the tail of the queue temp_Q (line 2b). In the queue, the entry is marked as undeliverable.

**Phase 2** In the second phase, the receiver sends the revised timestamp (and the tag) back to the sender (line 2c). The receiver then waits in a non-blocking manner for the final timestamp (correlated by the message tag).

**Phase 3** In the third phase, the final timestamp is received from the multicaster (line 3). The corresponding message entry in temp_Q is identified using the tag (line 3a), and is marked as deliverable (line 3b) after the revised timestamp is overwritten by the final timestamp (line 3c). The queue is then resorted using the timestamp field of the entries as the key (line 3c). As the queue is already sorted except for the modified entry for the message under consideration, that message entry has to be placed in its sorted position in the queue. If the message entry is at the head of the temp_Q, that entry, and all consecutive subsequent entries that are also marked as deliverable, are dequeued from temp_Q, and enqueued in deliver_Q in that order (the loop in lines 3d–3g).

**Complexity**

This algorithm uses three phases, and, to send a message to $n - 1$ processes, it uses $3(n - 1)$ messages and incurs a delay of three message hops.

**Example** An example execution to illustrate the algorithm is given in Figure 6.14. Here, A and B multicast to a set of destinations and C and D are the common destinations for both multicasts.

- **Figure 6.14(a)** The main sequence of steps is as follows:
  2. C receives A’s REVISE_TS(7), enters the corresponding message in temp_Q, and marks it as undeliverable; priority = 7. C then sends PROPOSED_TS(7) message to A.
3. D receives B’s REVISE_TS(9), enters the corresponding message in temp_Q, and marks it as undeliverable; priority = 9. D then sends PROPOSED_TS(9) message to B.

4. C receives B’s REVISE_TS(9), enters the corresponding message in temp_Q, and marks it as undeliverable; priority = 9. C then sends PROPOSED_TS(9) message to B.

5. D receives A’s REVISE_TS(7), enters the corresponding message in temp_Q, and marks it as undeliverable; priority = 10. D assigns a tentative timestamp value of 10, which is greater than all of the timestamps on REVISE_TSs seen so far, and then sends PROPOSED_TS(10) message to A.

The state of the system is as shown in the figure.

- **Figure 6.14(b)** The continuing sequence of main steps is as follows:

6. When A receives PROPOSED_TS(7) from C and PROPOSED_TS(10) from D, it computes the final timestamp as \( \max(7, 10) = 10 \), and sends FINAL_TS(10) to C and D.
7. When B receives \textit{PROPOSED\_TS}(9) from C and \textit{PROPOSED\_TS}(9) from D, it computes the final timestamp as \(\text{max}(9, 9) = 9\), and sends \textit{FINAL\_TS}(9) to C and D.

8. C receives \textit{FINAL\_TS}(10) from A, updates the corresponding entry in \textit{temp\_Q} with the timestamp, resorts the queue, and marks the message as deliverable. As the message is not at the head of the queue, and some entry ahead of it is still undeliverable, the message is not moved to \textit{delivery\_Q}.

9. D receives \textit{FINAL\_TS}(9) from B, updates the corresponding entry in \textit{temp\_Q} by marking the corresponding message as deliverable, and resorts the queue. As the message is at the head of the queue, it is moved to \textit{delivery\_Q}.

This is the system snapshot shown in Figure 6.14(b). The following further steps will occur:

10. When C receives \textit{FINAL\_TS}(9) from B, it will update the corresponding entry in \textit{temp\_Q} by marking the corresponding message as deliverable. As the message is at the head of the queue, it is moved to the \textit{delivery\_Q}, and the next message (of A), which is also deliverable, is also moved to the \textit{delivery\_Q}.

11. When D receives \textit{FINAL\_TS}(10) from A, it will update the corresponding entry in \textit{temp\_Q} by marking the corresponding message as deliverable. As the message is at the head of the queue, it is moved to the \textit{delivery\_Q}.

Algorithm 6.5 is closely structured along the lines of Lamport’s algorithm for mutual exclusion. We will later see that Lamport’s mutual exclusion algorithm has the property that when a process is at the head of its own queue and has received a \textit{REPLY} from all other processes, the \textit{REQUEST} of that process is at the head of all the queues. This can be exploited to deliver the message by all the processes in the same total order (instead of entering the critical section).

### 6.7 A nomenclature for multicast

In this section, we systematically classify the various kinds of multicast algorithms possible [9]. Observe that there are four classes of source–destination relationships, as illustrated in Figure 6.15, for open groups:

- **SSSG** Single source and single destination group.
- **MSSG** Multiple sources and single destination group.
- **SSMG** Single source and multiple, possibly overlapping, groups.
- **MSMG** Multiple sources and multiple, possibly overlapping, groups.

The SSSG and SSMG classes are straightforward to implement, assuming the presence of FIFO channels between each pair of processes. Both total
order and causal order are guaranteed. The MSSG class is also straightforward to handle; the centralized implementation in Algorithm 6.4 provides both total and causal order. The central coordinator effectively converts this class to the SSSG class.

We now consider a design approach for the MSMG class. This approach, commonly termed as the propagation tree approach, uses a semi-centralized structure that adapts the centralized algorithm of Algorithm 6.4 and was proposed by Chiu and Hsaio [9] and Jia [16].

6.8 Propagation trees for multicast

To manage the complications of delivery order across multiple overlapping groups \( G = \{ G_1, \ldots, G_s \} \), the algorithm first identifies a set of metagroups \( MG = \{ MG_1, \ldots, MG_h \} \) with the following properties: (i) each process belongs to a single metagroup, and has the exact same group membership as every other process in that metagroup; (ii) no other process outside that metagroup has that exact group membership.

Example Figure 6.16(a) shows some groups and their metagroups. \( \langle ABC \rangle, \langle AB \rangle, \langle AC \rangle, \text{ and } \langle A \rangle \) are the metagroups of user group \( \langle A \rangle \).

The definition of metagroups transforms the problem of MSMG multicast to groups, to the problem of MSSG multicast to metagroups, which is easier to solve.

A distinguished node in each metagroup acts as the manager for that metagroup. For each user group \( G_i \), one of its metagroups is chosen to be its primary metagroup \( (PM) \) and denoted as \( PM(G_i) \). All the metagroups are
organized in a propagation forest or tree structure satisfying the following property: for user group $G_i$, its primary metagroup $PM(G_i)$ is at the lowest possible level (i.e., farthest from the root) of the tree such that all the metagroups whose destinations contain any nodes of $G_i$ belong to the subtree rooted at $PM(G_i)$.

**Example** In Figure 6.16, $\langle ABC \rangle$ is the primary metagroup of A, B, and C. $\langle B, C, D \rangle$ is the primary metagroup of D. $\langle D, E \rangle$ is the primary metagroup of E. $\langle E, F \rangle$ is the primary metagroup of F.

The following properties can be seen to be satisfied by the propagation tree:

1. The primary metagroup $PM(G)$, is the ancestor of all the other metagroups of $G$ in the propagation tree.
2. $PM(G)$ is uniquely defined.
3. For any metagroup $MG$, there is a unique path to it from the PM of any of the user groups of which the metagroup $MG$ is a subset.
4. In addition, for any two primary metagroups $PM(G_1)$ and $PM(G_2)$, they should either lie on the same branch of a tree, or be in disjoint trees. In the latter case, their groups membership sets are necessarily disjoint.

**Key idea**

The metagroup $PM(G_i)$ of user group $G_i$, is useful for multicasts, as follows: multicasts to $G_i$ are sent first to the metagroup $PM(G_i)$ as only the subtree rooted at $PM(G_i)$ can contain the nodes in $G_i$. The message is then propagated down the subtree rooted at $PM(G_i)$.

The following definitions are useful to understand and explain the algorithm:

- $MG_1$ subsumes $MG_2$ (where $MG_1 \neq MG_2$) if for each group $G$ such that a member of $MG_2$ is a member of $G$, we have that some member of $MG_1$ is also a member of $G$. In other words, $MG_1$ is a subset of each user group $G$ of which $MG_2$ is a subset.
6.8 Propagation trees for multicast

**Example** In Figure 6.16, \( \langle AB \rangle \) subsumes \( \langle A \rangle \). Any member of \( MG_2 = \langle A \rangle \) is a member of \( A \) and each member of \( \langle AB \rangle \) is also a member of \( A \). Similarly, \( \langle AB \rangle \) subsumes \( \langle B \rangle \).

- \( MG_1 \) is joint with \( MG_2 \) if neither metagroup subsumes the other and there is some group \( G \) such that \( MG_1, MG_2 \subset G \).

**Example** In Figure 6.16, \( \langle ABC \rangle \) is joint with \( \langle CD \rangle \). Neither subsumes the other and both are a subset of \( C \).

**Example** Figure 6.16 shows some groups, their metagroups, and their propagation tree. Metagroup \( \langle ABC \rangle \) is the primary metagroup \( PM(A), PM(B), PM(C) \). Meta-group \( \langle BCD \rangle \) is the primary metagroup \( PM(D) \). Thus, a multicast to group \( D \) will be sent to \( \langle BCD \rangle \).

We note that the propagation tree is not unique because it depends on the order in which metagroups are processed. Various optimizations on the propagation tree can also be performed, but we require that features (1)–(4) above should be satisfied by the tree. Exercise 6.10 asks you to design an algorithm to construct a propagation tree. A metagroup that has members from multiple user groups is desirable as the root in order to have a tree with low height.

**Correctness**

The rules for forwarding messages during a multicast are given in Algorithm 6.6. Each process needs to know the propagation tree, computed at a central location. Each metagroup has a distinguished process which acts as the manager or representative of that metagroup.

The array \( SV[1..h] \) kept by each process \( P_i \) tracks in \( SV[k] \), the number of messages multicast by \( P_i \) that will traverse through primary metagroup \( PM(G_k) \). This array is piggybacked on each message multicast by process \( P_i \).

The manager of each primary metagroup keeps an array \( RV[1..n] \) that tracks in \( RV[k] \), the number of messages sent by process \( P_k \) that have been received by this primary metagroup.

As in the CO algorithms, a message from \( P_i \) can be processed by a primary metagroup \( j \) if \( RV_j[i] = SV_j[j] \); otherwise it buffers the message until this condition is satisfied (lines 2a–2c). At a non-primary metagroup, this check need not be performed because it never receives a message directly from the sender of the multicast. The multicast sender always sends the message to the primary metagroup first. At the non-primary metagroup, the relative order
Algorithm 6.6 Protocol to enforce total and causal order using propagation trees.

of messages has already been determined by some ancestor metagroup; so it simply forwards the message as per lines 2d–2g.

- The logic behind why total order is maintained is straightforward. For any metagroups $MG_1$ and $MG_2$, and any groups $G_x$ and $G_y$ of which the metagroups are a subset, the primary metagroups $PM(G_x)$ and $PM(G_y)$ both subsume $MG_1$ and $MG_2$, and both lie on the same branch of the propagation tree to either $MG_1$ or $MG_2$. The primary metagroup that is lower in the tree will necessarily receive the two multicasts in some order. The assumption of FIFO channels guarantees that all processes in metagroups subsumed by this lower primary metagroup will receive the messages sent to the two groups in a common order.

- Causal order is guaranteed because of the check made by managers of the primary metagroups in lines 2a–2c. Assume that messages $M$ and $M'$ are multicast to $G$ and $G'$, respectively. For nodes in $G \cap G'$, there are two cases, as shown in Figure 6.17. In each case, the sequence numbers next to messages indicate the order in which the messages are sent.

Case Figure 6.17(a) and (b): Here, the senders of $M$ and $M'$ are different. $P_k$ sends $M$ to $G$. After $P_i \in G$ receives $M$, $P_i$ sends $M'$ to $G'$. 

(1) When process $P_i$ wants to multicast message $M$ to group $G$:
(1a) send $M(i, G, SV_i)$ to manager of $PM(G)$, primary metagroup of $G$;
(1b) $PM\_set \leftarrow \{ \text{primary metagroups through which } M \text{ must traverse} \}$;
(1c) for all $PM_x \in PM\_set$ do
(1d) $SV_i[x] \leftarrow SV_i[x] + 1$.

(2) When $P_i$, the manager of a metagroup $MG$ receives $M(k, G, SV_k)$ from $P_j$:
(2a) if $MG$ is a primary metagroup then
(2b) buffer the message until $(SV_k[i] = RV_i[k])$;
(2c) $RV_i[k] \leftarrow RV_i[k] + 1$;
(2d) for each child metagroup that is subsumed by $MG$ do
(2e) send $M(k, G, SV_k)$ to the manager of that child metagroup;
(2f) if there are no child metagroups then
(2g) send $M(k, G, SV_k)$ to each process in this metagroup.
Thus, we have the causal chain $\text{Send}_k(k, M, G)$, $\text{Deliver}_i(k, M, G)$, $\text{Send}_i(i, M', G')$. For any destination $MG_q$ such that $MG_q \subset G \cap G'$, the primary metagroup of $G$ and $G'$ must both be ancestors of the metagroup of $P_i$ because of the assumption of closed groups.

**Case (a):** $PM(G')$ will have already received and processed $M$ (flow 2) before it receives $M'$ (flow 4).

**Case (b):** $PM(G)$ will have already received and processed $M$ (flow 1) before it receives $M'$ (flow 4). Assuming FIFO channels, CO is guaranteed for all processes in $G \cap G'$.

**Case Figure 6.17(c) and (d):** $P_i$ sends $M$ to $G$ and then $P_i$ sends $M'$ to $G'$. Thus, we have the causal chain $\text{Send}_i(i, M, G)$, $\text{Send}_i(i, M', G')$.

**Case (c):** The check in lines 2a–2c by $PM(G')$ ensures that $PM(G')$ will not process $M'$ before it processes $M$.

**Case (d):** The check in lines 2a–2c by $PM(G)$ ensures that $PM(G)$ will not process $M'$ before it processes $M$. Assuming FIFO channels, CO is guaranteed for all processes in $G \cap G'$.

### 6.9 Classification of application-level multicast algorithms

We have seen some algorithmically challenging techniques in the design of multicast algorithms. The most general scenario allows each process to multicast to an arbitrary and dynamically changing group of processes at each step. As this generality incurs more overhead, algorithms implemented on real systems tend to be more “centralized” in one sense or another: Defago et al. give an exhaustive survey and this section is based on this survey [11]. For details of the various protocols, please refer to the survey. Many multicast protocols have been developed and deployed, but they can all be classified as belonging to one of the following five classes.
Communication history-based algorithms

Algorithms in this class use a part of the communication history to guarantee ordering requirements.

The RST [22] and KS [20,21] algorithms belong to this class, and provide only causal ordering. They do not need to track separate groups, and hence work for open-group multicasts.

Lamport’s algorithm, wherein messages are assigned scalar timestamps and a process can deliver a message only when it knows that no other message with a lower timestamp can be multicast, also belongs to this class. The NewTop protocol [12], which extends Lamport’s algorithm to overlapping groups, also guarantees both total and causal ordering. Both these algorithms use closed-group configurations.

Privilege-based algorithms

The operation of such algorithms is illustrated in Figure 6.18(a). A token circulates among the sender processes. The token carries the sequence number for the next message to be multicast, and only the token-holder can multicast. After a multicast send event, the sequence number is updated. Destination processes deliver messages in the order of increasing sequence numbers. Senders need to know the other senders, hence closed groups are assumed. Such algorithms can provide total ordering, as well as causal ordering using a closed group configuration (see Exercise 6.12).

Examples of specific algorithms are On-Demand, and Totem. They differ in implementation details such as whether a token ring topology is assumed.

![Figure 6.18](image-url)
(Totem) or not (On-Demand). Such algorithms are not scalable because they do not permit concurrent send events. Hence they are of limited use in large systems.

**Moving sequencer algorithms**

The operation of such algorithms is illustrated in Figure 6.18(b). The original algorithm was proposed by Chang and Maxemchuck [8]; various variants of it were given by the Pinwheel and RMP algorithms. These algorithms work as follows. (1) To multicast a message, the sender sends the message to all the sequencers. (2) Sequencers circulate a token among themselves. The token carries a sequence number and a list of all the messages for which a sequence number has already been assigned – such messages have been sent already. (3) When a sequencer receives the token, it assigns a sequence number to all received but unsequenced messages. It then sends the newly sequenced messages to the destinations, inserts these messages in to the token list, and passes the token to the next sequencer. (4) Destination processes deliver the messages received in the order of increasing sequence number.

Moving sequencer algorithms guarantee total ordering.

**Fixed sequencer algorithms**

The operation of such algorithms is illustrated in Figure 6.18(c). This class is a simplified version of the previous class. There is a single sequencer (unless a failure occurs), which makes this class of algorithms essentially centralized.

The propagation tree approach studied earlier, belongs to this class. Other algorithms are the ISIS sequencer, Amoeba, Phoenix, and Newtop’s asymmetric algorithm. Let us look briefly at Newtop’s asymmetric algorithm. All processes maintain logical clocks, and each group has an independent sequencer. The unicast from the sender to the sequencer, as well as the multicast from the sequencer are timestamped. A process that belongs to multiple groups must delay the sending of the next message (to the relevant sequencer) until it has received and processed all messages, from the various sequencers, corresponding to the previous messages it sent. Assuming FIFO channels, it can be shown that total order is maintained.

**Destination agreement algorithms**

The operation of such algorithms is illustrated in Figure 6.18(d). In this class of algorithms, the destinations receive the messages with some limited ordering information. They then exchange information among themselves to define an order. There are two sub-classes here: (i) the first sub-class uses timestamps (Lamport’s three-phase algorithm (Algorithm 6.5) belongs to this sub-class); (ii) the second sub-class uses an agreement or “consensus” protocol among the processes. We will study agreement protocols in Chapter 14.
A failure-free system can be assumed only in an ideal world. When a system component fails in the midst of the multicast operation, which is a non-atomic operation that spans across time and across multiple links and nodes, the behavior of a multicast protocol must adhere to a well-defined specification, and, correspondingly, the protocol must ensure that the specification under the failure mode is also implemented. This enables well-defined actions during recovery after the failure. This section is based on the results of Hadzilacos and Toueg [15]. Questions such as the following need to be addressed:

- For a multicast, if one correct process delivers the message $M$, what can be said about the other correct processes and faulty processes that also deliver $M$?
- For a multicast, if one faulty process delivers the message $M$, what can be said about the other correct processes and faulty processes that also deliver $M$?
- For causal or total order multicast, if one correct or faulty process delivers $M$, what can be said about other correct processes and faulty processes that also deliver $M$?

There are two broad flavors of the specifications. In the regular flavor, there are no conditions on the messages delivered to faulty processors (because they are faulty). However, assuming the benign failure model, under some conditions, it may be useful to specify and control the behavior of such faulty processes also. Therefore, the second flavor of specifications, termed as the uniform specifications, also states the expected behavior of faulty processes. In the following description of the specifications [15], the regular flavor and the uniform flavor are stated. To parse for the regular flavor, the parenthesized words should be omitted. To parse for the uniform flavor, the italicized and parenthesized modifiers to the definitions of the regular flavor are included.

\textbf{(Uniform)} Reliable multicast of $M$.

\textbf{Validity} If a correct process multicasts $M$, then all correct processes will eventually deliver $M$.

\textbf{(Uniform) agreement} If a correct (or faulty) process delivers $M$, then all correct processes will eventually deliver $M$.

\textbf{(Uniform) integrity} Every correct (or faulty) process delivers $M$ at most once, and only if $M$ was previously multicast by $\text{sender}(M)$.

The validity property states that once the multicast is initiated by a correct process, it will go to completion. The agreement property states that all correct processes get the same view of a message, irrespective of whether a correct process or a faulty process broadcasts it. The integrity property states that correct processes have non-duplicate delivery of messages, and that they
are not delivered spurious messages. While the regular agreement property permits a faulty process to deliver a message that is never delivered to any correct process, this undesirable behavior can be problematic in applications such as atomic commit in database protocols, and is explicitly ruled out by uniform agreement. While the regular Integrity property permits a faulty process to deliver a message multiple times, and to deliver a message that was never sent, this behavior is explicitly ruled out by uniform integrity.

The orderings FIFO order, causal order, and total order are now defined for multicasts, in both the regular and uniform flavors. The uniform flavor requires that even faulty processes do not violate the ordering properties. These definitions of the regular and uniform flavors are superimposed on the basic definition of a (uniform) reliable multicast, given above. The regular flavor and the uniform flavor of each definition is read using the semantics above for parsing the corresponding flavors of multicast. In these definitions which deal with the relative order of messages, it is important that the multicast groups are identical, in which case the messages get broadcast within the common group.

(Uniform) FIFO order  If a process broadcasts $M$ before it broadcasts $M'$, then no correct (or faulty) process delivers $M'$ unless it previously delivered $M$.

(Uniform) causal order  If $M$ is broadcast causally before $M'$ is broadcast, then no correct (or faulty) process delivers $M'$ unless it previously delivered $M$.

(Uniform) total order  If correct (or faulty) processes $a$ and $b$ both deliver $M$ and $M'$, then $a$ delivers $M$ before $M'$ if and only if $b$ delivers $M$ before $M'$.

It is time to remember the folklore result that any protocol or implementation that deals with fault-tolerance incurs a greater cost than what it would in a failure-free environment. In some case, this extra cost can be substantial. Nevertheless, it is important to formally specify the behavior in the face of faults, and to provide the implementations that can realize such behavior. We will not deal with implementations of the above fault-tolerant specifications of multicasts.

Excessive delay in delivering a multicast message can also be viewed as a fault. Applications with real-time constraints require that if a message is delivered, it should be within a bounded period $\Delta$, termed the latency, after it was multicast. This specification can be based on either a global observer’s notion of time, or the local time at each process, leading to real-time $\Delta$-timeliness and local-time $\Delta$-timeliness, respectively:

(Uniform) real-time $\Delta$-timeliness  For some known constant $\Delta$, if $M$ is multicast at real-time $t$, then no correct (or faulty) process delivers $M$ after real-time $t + \Delta$. 


(Uniform) local $\Delta$-timeliness  For some known constant $\Delta$, if $M$ is multicast at local time $t_m$, then no correct (or faulty) process $i$ delivers $M$ after its local time $t_m + \Delta$ on $i$’s clock.

Specifying local-time $\Delta$-timeliness requires care because the local clocks at processes can vary. It is assumed that the sender timestamps the message multicast with its local time $t_m$, and any receiver should receive the message within $t_m + \Delta$ on its local clock. The efficacy of this specification depends on how closely the local clocks are synchronized. A protocol to synchronize physical clocks was studied in Chapter 3.

### 6.11 Distributed multicast algorithms at the network layer

Several applications can interface directly with the network layer and the lower hardware-related layers to exploit the physical connectivity and the physical topology for group communication. The network is viewed as a graph $(N, L)$, and various graph algorithms – centralized or distributed – are run to establish and maintain efficient routing structures. For example,

- LANs connected by bridges maintain spanning trees for distributing information and for forward/backward learning of destinations;
- the network layer of the Internet has a rich suite of multicast algorithms.

In this section, we will study the principles underlying several such algorithms. Some of the algorithms in this section may not be distributed. Nevertheless, they are intended for a distributed setting, namely the LAN or the WAN.

#### 6.11.1 Reverse path forwarding (RPF) for constrained flooding

As studied in Chapter 5, broadcasting data using flooding in a network $(N, L)$ requires up to $2|L|$ messages. Reverse path forwarding (RPF) is a simple but elegant technique that brings down the overhead significantly at very little cost. Network nodes are assumed to run the distance vector routing (DVR) algorithm (Chapter 5), which was used in the Internet until 1983. (Since 1983, the LSR-based algorithms described in Chapter 5 have been used. These are more sophisticated and provide more information than that required by DVR.)

The simple DVR algorithm assumes that each node knows the next hop on the path to each destination $x$. This path is assumed to be the approximation to the “best” path. Let $\text{Next\_hop}(x)$ denote the function that gives the next hop on the “best” path to $x$. The RPF algorithm leverages the DVR algorithm for point-to-point routing, to achieve constrained flooding. The RPF algorithm for constrained flooding is shown in Algorithm 6.7.
(1) When process \( P_i \) wants to multicast message \( M \) to group \( \text{Dests} \):
   (1a) send \( M(i, \text{Dests}) \) on all outgoing links.

(2) When a node \( i \) receives message \( M(x, \text{Dests}) \) from node \( j \):
   (2a) if \( \text{Next}_\text{hop}(x) = j \) then // this will necessarily be a new message
   (2b) forward \( M(x, \text{Dests}) \) on all other incident links besides \((i, j)\);
   (2c) else ignore the message.

**Algorithm 6.7** Reverse path forwarding (RPF).

This simple RPF algorithm has been experimentally shown to be effective in bringing the number of messages for a multicast closer to \( |N| \) than to \( |L| \). Actually, the algorithm does a broadcast to all the nodes, and this broadcast is smartly curtailed to approximate a spanning tree. The curtailed broadcast is effective because, implicitly, an approximation to a tree rooted at the source is identified, without it being computed or stored at any node.

*Pruning* of the implicit broadcast tree can be used to deal with unwanted multicast packets. If a node receives the packets but the application running on it does not need the packets, and all “downstream” (in the implicit tree) nodes also do not need the packets, the node can send a *prune* message to the parent in the tree indicating that packets should not be forwarded on that edge. Implementing this in a dynamic network where the tree periodically changes and the application’s node membership also changes dynamically is somewhat tricky (see Exercise 6.14).

### 6.11.2 Steiner trees

The problem of finding an optimal “spanning” tree that spans only all nodes participating in a multicast group, known as the *Steiner tree problem*, is formalized as follows.

**Steiner tree problem**

Given a weighted graph \((N, L)\) and a subset \( N' \subseteq N \), identify a subset \( L' \subseteq L \) such that \((N', L')\) is a subgraph of \((N, L)\) that connects all the nodes of \( N' \).

A *minimal Steiner tree* is a minimal-weight subgraph \((N', L')\). The minimal Steiner tree problem has been well-studied and is known to be NP-complete. When the link weights change, the tree has to be recomputed to obtain the new minimal Steiner tree, making it even more difficult to use in dynamic networks.

Several heuristics have been proposed to construct an approximation to the minimal Steiner tree. A simple heuristic constructs a MST, and deletes edges that are not necessary. This algorithm is given by the first three steps of Algorithm 6.8. The worst case cost of this heuristic is twice the cost of the optimal solution. Algorithm 6.8 can show better performance when using the heuristic by Kou *et al.* [19], given by steps 4 and 5 in the algorithm.
The resulting Steiner tree cost is also at most twice the cost of the minimal Steiner tree, but behaves better on average.

Input: weighted graph $G = (N, L)$, and $N' \subseteq N$, where $N'$ is the set of Steiner points

1. Construct the complete undirected distance graph $G' = (N', L')$ as follows:
   $L' = \{(v_i, v_j) | v_i, v_j \text{ in } N'\}$, and $wt(v_i, v_j)$ is the length of the shortest path from $v_i$ to $v_j$ in $(N, L)$.
2. Let $T'$ be the minimal spanning tree of $G'$. If there are multiple minimum spanning trees, select one randomly.
3. Construct a subgraph $G_s$ of $G$ by replacing each edge of the MST $T'$ of $G'$, by its corresponding shortest path in $G$. If there are multiple shortest paths, select one randomly.
4. Find the minimum spanning tree $T_s$ of $G_s$. If there are multiple minimum spanning trees, select one randomly.
5. Using $T_s$, delete edges as necessary so that all the leaves are the Steiner points $N'$. The resulting tree, $T_{\text{Steiner}}$, is the heuristic’s solution.

**Algorithm 6.8** The Kou–Markowsky–Berman heuristic for a minimum Steiner tree.

**Cost** The time complexity of the heuristic algorithm for each of the five steps is as follows: step 1: $O(|N'| \cdot |N|^2)$; step 2: $O(|N'|^2)$; step 3: $O(|N|)$; step 4: $O(|N|^2)$; step 5: $O(|N|)$. Step 1 dominates, hence the time complexity is $O(|N'| \cdot |N|^2)$.

### 6.11.3 Multicast cost functions

Consider a source node $s$ that has to do a multicast to Steiner nodes. As before, we are given the weighted graph $(N, L)$ and the Steiner node set $N'$. We can define several cost functions [3]. For example, let $cost(i)$ be the cost of the path from $s$ to $i$ in the routing scheme $R$.

The destination cost of $R$ is defined as $\frac{1}{|N'|} \sum_{i \in N'} cost(i)$. This represents the average cost of the routing. If the cost is measured in time delay, this routing function metric gives the shortest average time for the multicast to reach nodes in $N'$.

As a variant, a link is counted only once even if it is used on the minimum cost path to multiple destinations. This variant reduces to the Steiner tree problem of Section 6.11.2. The sum of the costs of the edges in the Steiner tree routing scheme $R$ is defined as the network cost.
6.11.4 Delay-bounded Steiner trees

Multimedia networks and interactive applications have given rise to the need for a minimum Steiner tree that also satisfies delay constraints on the transmission. Thus now, the goal is not only to minimize the cost of the tree (measured in terms of a parameter such as the link weight, which models the available bandwidth or a similar cost measure) but also to minimize the delay (propagation delay). The problem is formalized as follows.

**Delay-bounded minimal Steiner tree problem**

Given a weighted graph \((N, L)\), there are two weight functions \(C(l)\) and \(D(l)\) for each edge in \(L\). \(C(l)\) is a positive real cost function on \(l \in L\) and \(D(l)\) is a positive integer delay function on \(l \in L\). For a given delay tolerance \(\Delta\), a given source \(s\) and a destination set \(\text{Dest}\), where \(\{s\} \cup \text{Dest} = N' \subseteq N\), identify a spanning tree \(T\) covering all the nodes in \(N'\), subject to the constraints below. Here, we let \(\text{path}(s, v)\) denote the path from \(s\) to \(v\) in \(T\).

- \(\sum_{l \in T} C(l)\) is minimized, subject to
- \(\forall v \in N', \sum_{l \in \text{path}(x, v)} D(l) < \Delta\).

Finding such a minimal Steiner tree, subject to another parameter, is at least as difficult as finding a Steiner tree. It can be shown that this problem reduces to the Steiner tree problem. A detailed study of two heuristics to solve this problem is presented by Kompella et al. [18]. A constrained cheapest path between \(x\) and \(y\) is the cheapest path between \(x\) and \(y\) that has delay less than \(\Delta\). The cost and delay on such a path are denoted by \(C(x, y)\) and \(D(x, y)\), respectively. If two or more paths have the lowest cost, the lowest delay path is chosen. The steps to compute the constrained Steiner tree are shown in Algorithm 6.9. Step 1 computes the complete closure graph \(G'\) on nodes in \(N'\). The two heuristics given below are used in Step 2 to greedily build a constrained Steiner tree on \(G'\). Step 3 expands the tree edges in \(G'\) to their original paths in \(G\). An example of a constrained Steiner tree for the input graph in Figure 6.19(a) is given in Figure 6.19(b).

**Figure 6.19** Constrained Steiner tree example [18].
(a) Network graph. (b) and (c) MST and Steiner tree (optimal) are the same and shown in thick lines.
The constrained minimum Steiner tree algorithm using the \( \text{CST}_{CD} \) and \( \text{CST}_C \) heuristics.

1. Compute the closure graph \( G' \) on \( (N', L) \), to be the complete graph on \( N' \).
   The closure graph is computed using the all-pairs constrained cheapest paths using a dynamic programming approach analogous to Floyd’s algorithm. For any pair of nodes \( x, y \in N' \):
   - \( \mathcal{P}_c(x, y) = \min_{z \in N} \{ \mathcal{C}_d(x, z) + \mathcal{C}(z, y) \} \). This selects the cheapest constrained path, satisfying the condition of \( \Delta \), among the various paths possible between \( x \) and \( y \). The various \( \mathcal{C}_d(x, y) \) can be calculated using DP as follows:
     - \( \mathcal{C}_d(x, y) = \min_{z \in N} \{ \mathcal{C}_d(x, z) + \mathcal{D}(z, y) \} \). For a candidate path from \( x \) to \( y \) passing through \( z \), the path with weight exactly \( d \) must have a delay of
       \( d - \mathcal{D}(z, y) \) for \( x \) to \( z \) when the edge \( (z, y) \) has delay \( \mathcal{D}(z, y) \).
   In this manner, the complete closure graph \( G' \) is computed. \( \mathcal{P}_c(x, y) \) is the delay on the constrained cheapest path that corresponds to a cost of \( \mathcal{P}_c(x, y) \).

2. Construct a constrained spanning tree of \( G' \) using a greedy approach that sequentially adds edges to the subtree of the constrained spanning tree \( T \) (thus far) until all the Steiner points are included. The initial value of \( T \) is the singleton \( s \). Consider that node \( u \) is in the tree and we are considering whether to add edge \( (u, v) \).
   The following two edge selection criteria (heuristics) can be used to decide whether to include edge \( (u, v) \) in the tree:
   - \( \text{CST}_{CD} : f_{CD}(u, v) = \begin{cases} \frac{\mathcal{C}(u, v)}{\Delta - (\mathcal{P}_d(s, u) + \mathcal{D}(u, v))}, & \text{if } \mathcal{P}_d(s, u) + \mathcal{D}(u, v) < \Delta \\ \infty, & \text{otherwise.} \end{cases} \)
     The numerator is the “incremental cost” of adding \( (u, v) \) and the denominator is the “residual delay” that could be afforded. The goal is to minimize the incremental cost, while also maximizing the residual delay by choosing an edge that has low delay. Thus, the heuristic picks the neighbor \( v \) that minimizes \( f_{CD} \), for all \( u \) in \( T \) and all \( v \) adjacent to \( T \).
   - \( \text{CST}_C : f_c = \begin{cases} \mathcal{C}(u, v), & \text{if } \mathcal{P}_d(s, u) + \mathcal{D}(u, v) < \Delta \\ \infty, & \text{otherwise.} \end{cases} \)
     This heuristic picks the lowest cost edge between the already included tree edges and their nearest neighbor, as long as the total delay is less than \( \Delta \).

3. Expand the edges of the constrained spanning tree \( T \) on \( G' \) into the constrained cheapest paths they represent in the original graph \( G \). Delete/break any loops introduced by this expansion.

\textbf{Algorithm 6.9} The constrained minimum Steiner tree algorithm using the \( \text{CST}_{CD} \) and \( \text{CST}_C \) heuristics.
Heuristic \(CST_{CD}\) This heuristic tries to choose low-cost edges, while also trying to pick edges that maximize the remaining allowable delay. The motivation is to try to reduce the tree cost by path sharing, by extending the path beyond the selected edge. This heuristic has the tendency to optimize on delay also, while adding to the cost.

Heuristic \(CST_C\) This heuristic simply minimizes the cost while ensuring that the delay bound is met.

**Complexity** Assuming integer-valued \(\Delta\), step 1, which finds the constrained cheapest shortest paths over all the nodes, has \(O(n^3\Delta)\) time complexity. This is because all pairs of end and intermediate nodes have to be examined, for all integer delay values from 1 to \(\Delta\). Step 2, which constructs the constrained MST on the closure graph having \(k\) nodes, has \(O(k^3)\) time complexity. Step 3, which expands the constrained spanning tree, involves expanding the \(k\) edges to up to \(n - 1\) edges each and then eliminating loops. This has \(O(kn)\) time overhead. The dominating step is step 1.

### 6.11.5 Core-based trees

In the core-based tree approach, each group has a center node, or core node. A multicast tree is constructed dynamically, and grows on-demand, as follows. (i) A node wishing to join the tree as a receiver sends a unicast “join” message to the core node. (ii) The join message marks the edges as it travels; it either reaches the core node, or some node which is already a part of the multicast tree. The path followed by the “join” message from its source till the core/multicast tree is grafted to the multicast tree, and defines the path to the “core.” (iii) A node on the tree multicasts a message by using a flooding on the core tree. (iv) A node not on the tree sends a message towards the core node; as soon as the message reaches any node on the tree, the message is flooded on the tree. In a network with a dynamically changing topology, care needs to be taken to maintain the tree structure and prevent messages from looping. This problem also exists for normal routing algorithms, such as the LSR and DVR algorithms (Chapter 5), in dynamic networks.

Current systems do not widely implement the Steiner tree for group multicast, even though it is more efficient after the initial cost to construct the Steiner tree. They prefer the simpler core-based tree (CBT) approach.

Core-based trees have various variants. A multi-core-based tree has more than one core node. For all CBT algorithms, high-bandwidth links can be specially chosen over others for forming the tree. Core-based trees have a natural analog in wireless networks, wherein it is reasonable to
constitute the core tree of high-bandwidth wired links or high-power wireless links.

6.12 Chapter summary

At the core of distributed computing is the communication by message-passing among the processes participating in the application. This chapter studied several message ordering paradigms for communication, such as synchronous, FIFO, causally ordered, and non-FIFO orderings. These orders form a hierarchy. The chapter then examined several algorithms to implement these orderings. Group communication is an important aspect of communication in distributed systems. Causal order and total order are the popular forms of ordering when doing group multicasts and broadcasts. Algorithms to implement these orderings in group communication were also studied.

Maintaining communication in the presence of faults is necessary in real-world systems. Faults and their impacts are unpredictable. However, the behavior in the presence of faults needs to be clearly specified so that the application knows what to expect in terms of message delivery and message ordering in the presence of potential faults. The chapter studied some formal specifications of the expected behavior of group communication when faults might occur.

This chapter also studied some distributed multicast algorithms at the network layer. These algorithms include reverse path forwarding, multicast along Steiner trees and delay-bounded Steiner trees, and multicast based on core-based trees over the network graph. The solutions to some of these problems are NP-complete. Hence, only heuristics for polynomial time solutions are examined assuming a centralized setting to perform the computation.

6.13 Exercises

Exercise 6.1 (Characterizing causal ordering)
1. Prove that the CO property (Definition 6.3) and the message order property (Definition 6.5) characterize an identical class of executions.
2. Prove that the CO property (Definition 6.3) and the empty interval property (Definition 6.6) characterize an identical class of executions.

Exercise 6.2 Draw the directed graph \((T, \rightarrow)\) for each of the executions in Figures 6.2, 6.3, and 6.5.

Exercise 6.3 Give a linear time algorithm to determine whether an A-execution \((E, \prec)\) is RSC.
Hint: Use the definition of a crown and perform a topological sort on the messages using the \(\leftrightarrow\) relation.
Exercise 6.4  Show that a non-CO execution must have a crown of size 2.

Exercise 6.5  Synchronous systems were defined in Chapter 5. Synchronous send and receive primitives were also introduced in Chapter 1. Synchronous executions were defined formally in Definition 6.8.

These concepts are closely related. Explain carefully the differences and relationships between: (i) a synchronous execution, (ii) an (asynchronous) execution that uses synchronous communication, and (iii) a synchronous system.

Exercise 6.6  Rewrite the spanning tree algorithm of Figure 5.3 using CSP-like notation. You can assume a wildcard operator in a receive call to specify that any sender can be matched.

Exercise 6.7  The algorithm to implement synchronous order by scheduling messages, as given in Algorithm 6.1, uses process identifiers to break cyclic waits.

1. Analyze the fairness of this algorithm.
2. If the algorithm is not fair, suggest some ways to make it fair.
3. Will the use of rotating logical identifiers increase the fairness of the algorithm?

Exercise 6.8  Show the following containment relationships between causally ordered and totally ordered multicasts (hint: you may use Figure 6.11):

1. Show that a causally ordered multicast need not be a total order multicast.
2. Show that a total order multicast need not be a causal order multicast.

Exercise 6.9  Assume that all messages are being broadcast. Justify your answers to each of the following:

1. Modify the causal message ordering algorithm (Algorithm 6.2) so that processes use only two vectors of size n, rather than the \( n \times n \) array.
2. Is it possible to implement total order using a vector of size n?
3. Is it possible to implement total order using a vector of size \( O(1) \)?
4. Is it possible to implement causal order using a vector of size \( O(1) \)?

Exercise 6.10  Design a (centralized) algorithm to create a propagation tree satisfying the properties given in Section 6.8.

Exercise 6.11  For the multicast algorithm based on propagation tree, answer the following:

1. What is a tight upper bound on the number of multicast groups?
2. What is a tight upper bound on the number of metagroups of the multicast groups?
3. Examine and justify in detail, the impact (to the propagation tree) of (i) an existing process departing from one of the multiple groups of which it is a member; (ii) an existing process joining another group; (iii) the formation of a new group containing new processes; (iv) the formation of a new group containing processes that are already part of various other groups.

Exercise 6.12  For multicast algorithms, show the following.

1. Privilege-based multicast algorithms provide (i) causal ordering if closed groups are assumed, and (ii) total ordering.
2. Moving sequencer algorithms, which work with open groups, provide total ordering.
3. Fixed sequencer algorithms provide total ordering.

Exercise 6.13 In the example of Figure 6.16, draw the propagation tree that would result if \( \langle CE \rangle \) were considered before \( \langle BCD \rangle \) as a child of \( \langle ABC \rangle \).

Exercise 6.14 Consider the reverse path forwarding algorithm (Algorithm 6.7) for doing a multicast.
1. Modify the code to perform pruning of the multicast tree.
2. Now modify the code of (1) to also deal with dynamic changes to the network topology (use the algorithms in Chapter 5).
3. Now modify the code to deal with dynamic changes in the membership of the application at the various nodes.

Exercise 6.15 Give a (centralized) algorithm for creating a propagation tree, for any set of groups.

Exercise 6.16 Prove that the propagation tree for a given set of groups is not unique.

Exercise 6.17 For the graph in Figure 6.19, compute the following spanning trees:
1. Steiner tree (based on the KMB heuristic).
2. Delay-bounded Steiner (heuristic \( CST_{CD} \)), with a delay bound of 8 units.
3. Delay-bounded Steiner (heuristic \( CST_{C} \)), with a delay bound of 8 units.

Exercise 6.18 Design a graph for which the \( CST_{CD} \) and \( CST_{C} \) heuristics yield different delay-bounded Steiner trees.

Exercise 6.19 The algorithms for creating the propagation tree, the Steiner tree, and the delay-bounded Steiner tree are centralized. Identify the exact challenges in making these algorithms distributed.
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The discussion on synchronous, asynchronous, and RSC-executions is based on Charron-Bost et al. [7]. The CSP language for synchronous communication was first proposed and formalized by Hoare [16]. The discussion on implementing synchronous order is based on Bagrodia [1]. The discussion on the group communication paradigm, as well as on total order and causal order is based on Birman and Joseph [4,5]. The algorithm for causal order (Algorithm 6.2) is given by Raynal et al. [22]. The space and time optimal algorithm for causal order is given by Kshemkalyani and Singhal [20,21]. The example to illustrate this algorithm is taken from [6]. The algorithm for total order (Algorithm 6.5) is taken from the ISIS project by Birman and Joseph [4,5]. The algorithm for total order using propagation trees is based on Garcia-Molina and Spaster [13], Jia [17], and Chiu and Hsiao [9]. The classification of application-level multicast algorithms was given by Defago et al. [11]. The moving sequencer algorithms were proposed by Chang and Maxemchuk [8]. An efficient fault-tolerant group communication protocol is given in [12]. A comprehensive survey of group communication specifications given by Chockler et al. [10] as well as the survey in [11] discuss the systems Totem, Pinwheel, RMP, On-Demand, Isis, Amoeba, Phoenix, and Newtop. The Steiner tree problem was named after...
The Steiner tree heuristic discussed was proposed by Kou et al. [19]. The network cost and destination cost metrics were introduced by [3]. They further showed a detailed analysis of the bounds on the metrics. The discussion on the delay-bounded minimum Steiner tree is based on Kompella et al. [18]. The discussion on the semantics of fault-tolerant group communication is given by Hadzilacos and Toueg [15]. Core-based trees were proposed by Ballardie et al. [2].
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7 Termination detection

7.1 Introduction

In distributed processing systems, a problem is typically solved in a distributed manner with the cooperation of a number of processes. In such an environment, inferring if a distributed computation has ended is essential so that the results produced by the computation can be used. Also, in some applications, the problem to be solved is divided into many subproblems, and the execution of a subproblem cannot begin until the execution of the previous subproblem is complete. Hence, it is necessary to determine when the execution of a particular subproblem has ended so that the execution of the next subproblem may begin. Therefore, a fundamental problem in distributed systems is to determine if a distributed computation has terminated.

The detection of the termination of a distributed computation is non-trivial since no process has complete knowledge of the global state, and global time does not exist. A distributed computation is considered to be globally terminated if every process is locally terminated and there is no message in transit between any processes. A “locally terminated” state is a state in which a process has finished its computation and will not restart any action unless it receives a message. In the termination detection problem, a particular process (or all of the processes) must infer when the underlying computation has terminated.

When we are interested in inferring when the underlying computation has ended, a termination detection algorithm is used for this purpose. In such situations, there are two distributed computations taking place in the distributed system, namely, the underlying computation and the termination detection algorithm. Messages used in the underlying computation are called
basic messages, and messages used for the purpose of termination detection (by a termination detection algorithm) are called control messages.

A termination detection (TD) algorithm must ensure the following:

1. Execution of a TD algorithm cannot indefinitely delay the underlying computation; that is, execution of the termination detection algorithm must not freeze the underlying computation.
2. The termination detection algorithm must not require addition of new communication channels between processes.

### 7.2 System model of a distributed computation

A distributed computation consists of a fixed set of processes that communicate solely by message passing. All messages are received correctly after an arbitrary but finite delay. Communication is asynchronous, i.e., a process never waits for the receiver to be ready before sending a message. Messages sent over the same communication channel may not obey the FIFO ordering.

A distributed computation has the following characteristics:

1. At any given time during execution of the distributed computation, a process can be in only one of the two states: active, where it is doing local computation and idle, where the process has (temporarily) finished the execution of its local computation and will be reactivated only on the receipt of a message from another process. The active and idle states are also called the busy and passive states, respectively.
2. An active process can become idle at any time. This corresponds to the situation where the process has completed its local computation and has processed all received messages.
3. An idle process can become active only on the receipt of a message from another process. Thus, an idle process cannot spontaneously become active (except when the distributed computation begins execution).
4. Only active processes can send messages. (Since we are not concerned with the initialization problem, we assume that all processes are initially idle and a message arrives from outside the system to start the computation.)
5. A message can be received by a process when the process is in either of the two states, i.e., active or idle. On the receipt of a message, an idle process becomes active.
6. The sending of a message and the receipt of a message occur as atomic actions.

We restrict our discussion to executions in which every process eventually becomes idle, although this property is in general undecidable. If a termination detection algorithm is applied to a distributed computation in which some
processes remain in their active states forever, the TD algorithm itself will not terminate.

Definition of termination detection
Let \( p_i(t) \) denote the state (active or idle) of process \( p_i \) at instant \( t \) and \( c_{i,j}(t) \) denote the number of messages in transit in the channel at instant \( t \) from process \( p_i \) to process \( p_j \). A distributed computation is said to be terminated at time instant \( t_0 \) iff:

\[
(\forall i : p_i(t_0) = \text{idle}) \land (\forall i, j : c_{i,j}(t_0) = 0).
\]

7.3 Termination detection using distributed snapshots

The algorithm uses the fact that a consistent snapshot of a distributed system captures stable properties. Termination of a distributed computation is a stable property. Thus, if a consistent snapshot of a distributed computation has terminated after the distributed computation has terminated, the snapshot will capture the termination of the computation.

The algorithm assumes that there is a logical bidirectional communication channel between every pair of processes. Communication channels are reliable but non-FIFO. Message delay is arbitrary but finite.

7.3.1 Informal description

The main idea behind the algorithm is as follows: when a computation terminates, there must exist a unique process which became idle last. When a process goes from active to idle, it issues a request to all other processes to take a local snapshot, and also requests itself to take a local snapshot. When a process receives the request, if it agrees that the requester became idle before itself, it grants the request by taking a local snapshot for the request. A request is said to be successful if all processes have taken a local snapshot for it. The requester or any external agent may collect all the local snapshots of a request. If a request is successful, a global snapshot of the request can thus be obtained and the recorded state will indicate termination of the computation, viz., in the recorded snapshot, all the processes are idle and there is no message in transit to any of the processes.

7.3.2 Formal description

The algorithm needs logical time to order the requests. Each process \( i \) maintains an \textit{logical clock} denoted by \( x \), which is initialized to zero at the start of
the computation. A process increments its $x$ by one each time it becomes idle. A basic message sent by a process at its logical time $x$ is of the form $B(x)$. A control message that requests processes to take local snapshot issued by process $i$ at its logical time $x$ is of the form $R(x, i)$. Each process synchronizes its logical clock $x$ loosely with the logical clocks $x$’s on other processes in such a way that it is the maximum of clock values ever received or sent in messages. Besides logical clock $x$, a process maintains a variable $k$ such that when the process is idle, $(x, k)$ is the maximum of the values $(x, k)$ on all messages $R(x, k)$ ever received or sent by the process. Logical time is compared as follows: $(x, k) > (x', k')$ iff $(x > x')$ or $(x = x')$ and $(k > k')$, i.e., a tie between $x$ and $x'$ is broken by the process identification numbers $k$ and $k'$.

The algorithm is defined by the following four rules [8]. We use guarded statements to express the conditions and actions. Each process $i$ applies one of the rules whenever it is applicable.

**R1:** When process $i$ is active, it may send a basic message to process $j$ at any time by doing

```
send a $B(x)$ to $j$.
```

**R2:** Upon receiving a $B(x')$, process $i$ does

```
let $x := x' + 1$;
if ($i$ is idle) → go active.
```

**R3:** When process $i$ goes idle, it does

```
let $x := x + 1$;
let $k := i$;
send message $R(x, k)$ to all other processes;
take a local snapshot for the request by $R(x, k)$.
```

**R4:** Upon receiving message $R(x', k')$, process $i$ does

```
[([((x', k') > (x, k)) ∧ (i is idle)] → let $x, k := (x', k')$;

take a local snapshot for the request by $R(x', k')$;

\[\square\]

$((x', k') \leq (x, k)) ∧ (i$ is idle) → do nothing;

\[\square\]

$(i$ is active) → let $x := \text{max}(x', x)]$.

### 7.3.3 Discussion

As per rule R1, when a process sends a basic message to any other process, it sends its logical clock value in the message. From rule R2, when a process
receives a basic message, it updates its logical clock based on the clock value contained in the message. Rule R3 states that when a process becomes idle, it updates its local clock, sends a request for snapshot $R(x, k)$ to every other process, and takes a local snapshot for this request.

Rule R4 is the most interesting. On the receipt of a message $R(x', k')$, the process takes a local snapshot if it is idle and $(x', k') > (x, k)$, i.e., timing in the message is later than the local time at the process, implying that the sender of $R(x', k')$ terminated after this process. In this case, it is likely that the sender is the last process to terminate and thus, the receiving process takes a snapshot for it. Because of this action, every process will eventually take a local snapshot for the last request when the computation has terminated, that is, the request by the latest process to terminate will become successful.

In the second case, $(x', k') \leq (x, k)$, implying that the sender of $R(x', k')$ terminated before this process. Hence, the sender of $R(x', k')$ cannot be the last process to terminate. Thus, the receiving process does not take a snapshot for it. In the third case, the receiving process has not even terminated. Hence, the sender of $R(x', k')$ cannot be the last process to terminate and no snapshot is taken.

The last process to terminate will have the largest clock value. Therefore, every process will take a snapshot for it; however, it will not take a snapshot for any other process.

### 7.4 Termination detection by weight throwing

In termination detection by weight throwing, a process called *controlling agent* monitors the computation. A communication channel exists between each of the processes and the controlling agent and also between every pair of processes.

**Basic idea**

Initially, all processes are in the idle state. The weight at each process is zero and the weight at the controlling agent is 1. The computation starts when the controlling agent sends a basic message to one of the processes. The process becomes active and the computation starts. A non-zero weight $W$ ($0 < W \leq 1$) is assigned to each process in the active state and to each message in transit in the following manner: When a process sends a message, it sends a part of its weight in the message. When a process receives a message, it add the weight received in the message to its weight. Thus, the sum of weights on all the processes and on all the messages in transit

---

1 The controlling agent can be one of the processes in the computation.
is always 1. When a process becomes passive, it sends its weight to the controlling agent in a control message, which the controlling agent adds to its weight. The controlling agent concludes termination if its weight becomes 1.

**Notation**
- The weight on the controlling agent and a process is in general represented by $W$.
- $B(DW)$: A basic message $B$ is sent as a part of the computation, where $DW$ is the weight assigned to it.
- $C(DW)$: A control message $C$ is sent from a process to the controlling agent where $DW$ is the weight assigned to it.

### 7.4.1 Formal description

The algorithm is defined by the following four rules [9]:

**Rule 1:** The controlling agent or an active process may send a basic message to one of the processes, say $P$, by splitting its weight $W$ into $W_1$ and $W_2$ such that $W_1 + W_2 = W$, $W_1 > 0$ and $W_2 > 0$. It then assigns its weight $W := W_1$ and sends a basic message $B(DW := W_2)$ to $P$.

**Rule 2:** On the receipt of the message $B(DW)$, process $P$ adds $DW$ to its weight $W$ ($W := W + DW$). If the receiving process is in the idle state, it becomes active.

**Rule 3:** A process switches from the active state to the idle state at any time by sending a control message $C(DW := W)$ to the controlling agent and making its weight $W := 0$.

**Rule 4:** On the receipt of a message $C(DW)$, the controlling agent adds $DW$ to its weight ($W := W + DW$). If $W = 1$, then it concludes that the computation has terminated.

### 7.4.2 Correctness of the algorithm

To prove the correctness of the algorithm, the following sets are defined:

- $A$: set of weights on all active processes;
- $B$: set of weights on all basic messages in transit;
- $C$: set of weights on all control messages in transit;
- $W_c$: weight on the controlling agent.
Two invariants $I_1$ and $I_2$ are defined for the algorithm:

$I_1$: $W_c + \sum_{W \in (A \cup B \cup C)} W = 1.$

$I_2$: $\forall W \in (A \cup B \cup C), W > 0.$

Invariant $I_1$ states that the sum of weights at the controlling process, at all active processes, on all basic messages in transit, and on all control messages in transit is always equal to 1. Invariant $I_2$ states that weight at each active process, on each basic message in transit, and on each control message in transit is non-zero.

Hence,

$$W_c = 1 \implies \sum_{W \in (A \cup B \cup C)} W = 0 \text{ (by } I_1\text{)}$$

$$\implies (A \cup B \cup C) = \emptyset \text{ (by } I_2\text{)}$$

$$\implies (A \cup B) = \emptyset.$$  

Note that $(A \cup B) = \emptyset$ implies that the computation has terminated. Therefore, the algorithm never detects a false termination.

Further,

$$(A \cup B) = \emptyset \implies W_c + \sum_{W \in C} W = 1 \text{ (by } I_1\text{)}.$$  

Since the message delay is finite, after the computation has terminated, eventually $W_c = 1$. Thus, the algorithm detects a termination in finite time.

### 7.5 A spanning-tree-based termination detection algorithm

The algorithm assumes there are $N$ processes $P_i$, $0 \leq i \leq N$, which are modeled as the nodes $i$, $0 \leq i \leq N$, of a fixed connected undirected graph. The edges of the graph represent the communication channels, through which a process sends messages to neighboring processes in the graph. The algorithm uses a fixed spanning tree of the graph with process $P_0$ at its root which is responsible for termination detection. Process $P_0$ communicates with other processes to determine their states and the messages used for this purpose are called signals. All leaf nodes report to their parents, if they have terminated. A parent node will similarly report to its parent when it has completed processing and all of its immediate children have terminated, and so on. The root concludes that termination has occurred, if it has terminated and all of its immediate children have also terminated.
The termination detection algorithm generates two waves of signals moving inward and outward through the spanning tree. Initially, a contracting wave of signals, called tokens, moves inward from leaves to the root. If this token wave reaches the root without discovering that termination has occurred, the root initiates a second outward wave of repeat signals. As this repeat wave reaches leaves, the token wave gradually forms and starts moving inward again. This sequence of events is repeated until the termination is detected.

### 7.5.1 Definitions

1. **Tokens**: a contracting wave of signals that move inward from the leaves to the root.
2. **Repeat signal**: if a token wave fails to detect termination, node $P_0$ initiates another round of termination detection by sending a signal called Repeat, to the leaves.
3. **The nodes which have one or more tokens at any instant form a set $S$.**
4. A node $j$ is said to be outside of set $S$ if $j$ does not belong to $S$ and the path (in the tree) from the root to $j$ contains an element of $S$. Every path from the root to a leaf may not contain a node of $S$.
5. **Note that all nodes outside $S$ are idle. This is because, any node that terminates, transmits a token to its parent. When a node transmits the token, it goes out of the set $S$.**

We first give a simple algorithm for termination detection and discuss a problem associated with it. Then we provide the correct algorithm.

### 7.5.2 A simple algorithm

Initially, each leaf process is given a token. Each leaf process, after it has terminated, sends its token to its parent. When a parent process terminates and after it has received a token from each of its children, it sends a token to its parent. This way, each process indicates to its parent process that the subtree below it has become idle. In a similar manner, the tokens get propagated to the root. The root of the tree concludes that termination has occurred, after it has become idle and has received a token from each of its children.

**A problem with the algorithm**

This simple algorithm fails under some circumstances. After a process has sent its token to its parent, it should remain idle. However, this is not the case. The problem arises when a process after it has sent a token to its parent, receives a message from some other process. Note that this message could cause the process (that has already sent a token to its parent) to again become active. Hence the simple algorithm fails since the process that indicated to its parent that it has become idle, is now active because of the message it
received from an active process. Hence, the root node just because it received a token from a child, can’t conclude that all processes in the child’s subtree have terminated. The algorithm has to be reworked to accommodate such message-passing scenarios.

The problem is explained with the example shown in Figure 7.1. Assume that process 1 has sent its token ($T_1$) to its parent, namely, process 0. On receiving the token, process 0 concludes that process 1 and its children have terminated. Process 0 if it is idle, can conclude that termination has occurred, whenever it receives a token from process 2. But now assume that just before process 5 terminates, it sends a message $m$ to process 1. On the reception of this message, process 1 becomes active again. Thus, the information that process 0 has about process 1 (that it is idle) becomes void. Therefore, this simple algorithm does not work.

### 7.5.3 The correct algorithm

We now present the correct algorithm that was developed by Topor [19] and it works even when messages such as the one if Figure 7.1 are present. The main idea is to color the processes and tokens and change the color when such messages are involved.

**The basic idea**

In order to enable the root node to know that a node in its children’s subtree, that was assumed to be terminated, has become active due to a message, a coloring scheme for tokens and nodes is used. The root can determine that an idle process has been activated by a message, based on the color of the token it receives from its children. All tokens are initialized to white. If a process had sent a message to some other process, it sends a black token to its parent on termination; otherwise, it sends a white token on termination. Hence, the parent process on getting the black token knows that its child had sent a message to some other process. The parent, when sending its token (on terminating) to its parent, sends a black token only if it received a black token
from one of its children. This way, the parent’s parent knows that one of the processes in its child’s subtree had sent a message to some other process. This gets propagated and finally the root node knows that message-passing was involved when it receives a black token from one of its children. In this case, the root asks all nodes in the system to restart the termination detection. For this, the root sends a repeat signal to all other process. After receiving the repeat signal, all leaves will restart the termination detection algorithm.

**The algorithm description**

The algorithm works as follows:

1. Initially, each leaf process is provided with a token. The set $S$ is used for book-keeping to know which processes have the token. Hence $S$ will be the set of all leaves in the tree.
2. Initially, all processes and tokens are white. As explained above, coloring helps the root know if a message-passing was involved in one of the subtrees.
3. When a leaf node terminates, it sends the token it holds to its parent process.
4. A parent process will collect the token sent by each of its children. After it has received a token from all of its children and after it has terminated, the parent process sends a token to its parent.
5. A process turns black when it sends a message to some other process. This coloring scheme helps a process remember that it has sent a message. When a process terminates, if its is black, it sends a black token to its parent.
6. A black process turns back to white after it has sent a black token to its parent.
7. A parent process holding a black token (from one of its children), sends only a black token to its parent, to indicate that a message-passing was involved in its subtree.
8. Tokens are propagated to the root in this fashion. The root, upon receiving a black token, will know that a process in the tree had sent a message to some other process. Hence, it restarts the algorithm by sending a Repeat signal to all its children.
9. Each child of the root propagates the Repeat signal to each of its children and so on, until the signal reaches the leaves.
10. The leaf nodes restart the algorithm on receiving the Repeat signal.
11. The root concludes that termination has occurred, if:
   (a) it is white;
   (b) it is idle; and
   (c) it has received a white token from each of its children.
7.5.4 An example

We now present an example to illustrate the working of the algorithm.

1. Initially, all nodes 0 to 6 are white (Figure 7.2). Leaf nodes 3, 4, 5, and 6 are each given a token. Node 3 has token $T_3$, node 4 has token $T_4$, node 5 has token $T_5$, and node 6 has token $T_6$. Hence, $S$ is $\{3, 4, 5, 6\}$.

2. When node 3 terminates, it transmits $T_3$ to node 1. Now $S$ changes to $1, 4, 5, 6$. When node 4 terminates, it transmits $T_4$ to node 1 (Figure 7.3). Hence, $S$ changes to $\{1, 5, 6\}$.

3. Node 1 has received a token from each of its children and, when it terminates, it transmits a token $T_1$ to its parent (Figure 7.4). $S$ changes to $\{0, 5, 6\}$.

4. After this, suppose node 5 sends a message to node 1, causing node 1 to again become active (Figure 7.5). Since node 5 had already sent a token to its parent node 0 (thereby making node 0 assume that node 5 had terminated), the new message makes the system inconsistent as far as termination detection is concerned. To deal with this, the algorithm executes the following steps.

5. Node 5 is colored black, since it sent a message to node 1.

---

**Figure 7.2** All leaf nodes have tokens. $S = \{3, 4, 5, 6\}$.

**Figure 7.3** Nodes 3 and 4 become idle. $S = \{1, 5, 6\}$.
6. When node 5 terminates, it sends a black token \( T_5 \) to node 2. So, \( S \) changes to \( \{0, 2, 6\} \). After node 5 sends its token, it turns white (Figure 7.6). When node 6 terminates, it sends the white token \( T_6 \) to node 2. Hence, \( S \) changes to \( \{0, 2\} \).

7. When node 2 terminates, it sends a black token \( T_2 \) to node 0, since it holds a black token \( T_5 \) from node 5 (Figure 7.7).
8. Since node 0 has received a black token $T_2$ from node 2, it knows that there was a message sent by one or more of its children in the tree and hence sends a repeat signal to each of its children.

9. The repeat signal is propagated to the leaf nodes and the algorithm is repeated. Node 0 concludes that termination has occurred if it is white, it is idle, and it has received a white token from each of its children.

### 7.5.5 Performance

The best case message complexity of the algorithm is $O(N)$, where $N$ is the number of processes in the computation. The best case occurs when all nodes send all computation messages in the first round. Therefore, the algorithm executes only twice and the message complexity depends only on the number of nodes.

However, the worst case complexity of the algorithm is $O(N^*M)$, where $M$ is the number of computation messages exchanged. The worst case occurs when only computation message is exchanged every time the algorithm is executed. This causes the root to restart termination detection as many times as there are no computation messages. Hence, the worst case complexity is $O(N^*M)$.

### 7.6 Message-optimal termination detection

Now we discuss a message optimal termination detection algorithm by Chandrasekaran and Venkatesan [2]. The network is represented by a graph $G = (V, E)$, where $V$ is the set of nodes, and $E \subseteq V \times V$ is the set of edges or communication links. The communication links are bidirectional and exhibit FIFO property. The processors and communication links incur arbitrary but finite delays in executing their functions. The algorithm assumes the existence of a leader and a spanning tree in the network. If a leader is not available, the minimum spanning tree algorithm of Gallager et al. [7] can be used to elect a leader and find a spanning tree using $O(|E| + |V| \log |V|)$ messages.
7.6.1 The main idea

Let us reconsider the method for termination detection discussed in the previous section the root of the tree initiates one phase of termination detection by turning white. An interior node, on receiving a white token from its parent, turns white and transmits a white token to all of its children. Eventually each leaf receives a white token and turns white. When a leaf node becomes idle, it transmits a token to its parent and the token has the same color as that of the leaf node. An interior node waits for a token from each of its children. It also waits until it becomes idle. It then sends a white token to its parent if its color is white and it received a white token from each of its children. Finally, the root node infers the termination of the underlying computation if it receives a white token from each child, its color is white, and it is idle.

This simple algorithm is inefficient in terms of message complexity due to the following reasons. Consider the scenario shown in Figure 7.8, where node \( p \) sends a message \( m \) to node \( q \). Before node \( q \) received the message \( m \), it had sent a white token to its parent (because it was idle and it had received a white token from each of its children). In this situation, node \( p \) cannot send a white token to its parent until node \( q \) becomes idle. To insure this, in Topor’s algorithm, node \( p \) changes its color to black and sends a black token to its parent so that termination detection is performed once again. Thus, every message of the underlying computation can potentially cause the execution of one more round of the termination detection algorithm, resulting in significant message traffic.

The main idea behind the message-optimal algorithm is as follows: when a node \( p \) sends a message \( m \) to node \( q \), \( p \) should wait until \( q \) becomes idle and only after that, \( p \) should send a white token to its parent. This rule ensures that if an idle node \( q \) is restarted by a message \( m \) from from a node \( p \), then the sender \( p \) waits till \( q \) terminates before \( p \) can send a white token to its parent. To achieve this, when node \( q \) terminates, it sends an acknowledgement (a control message) to node \( p \) informing node \( p \) that the set of actions triggered

![Figure 7.8](image-url)
by message \( m \) has been completed and that node \( p \) can send a white token to its parent. However, note that node \( q \), after being woken up by message \( m \) from node \( p \), may wake up another idle node \( r \), which in turn may wake up other nodes. Therefore, node \( q \) should not send an acknowledgement to \( p \) until it receives acknowledgement messages for all of the messages it sent after it received message \( m \) from node \( p \). This restriction also applies to node \( r \) and other nodes. Clearly, both the sender and the receiver keep track of each message, and a node will send a white token to its parent only after it has received an acknowledgement for every message it has sent and has received a white token from each of its children.

7.6.2 Formal description of the algorithm

Initially, all nodes in the network are in state NDT (not detecting termination) and all links are uncolored. For termination detection, the root node changes its state to DT (detecting termination) and sends a warning message on each of its outgoing edges. When a node \( p \) receives a warning message from its neighbor, say \( q \), it colors\(^2\) the incoming link \((q, p)\) and if it is in state NTD, it changes its state to DT, colors each of its outgoing edges, and sends a warning message on each of its outgoing edges.

When a node \( p \) in state DT sends a basic message to its neighbor \( q \), it keeps track of this information by pushing the entry \( TO(q) \) on its local stack.

When a node \( x \) receives a basic message from node \( y \) on the link \((y, x)\) that is colored by \( x \), node \( x \) knows that the sender node \( y \) will need an acknowledgement for this message from it. The receiver node \( x \) keeps track of this information by pushing the entry \( FROM(y) \) on its local stack. Procedure \( receive\_message \) is given in Algorithm 7.1.

---

Procedure \( receive\_message(y: \text{neighbor}); \)

(* performed when a node \( x \) receives a message from its neighbor \( y \) on the link \((y, x)\) that was colored by \( x \) *)

begin
receive message from \( y \) on the link \((y, x)\)
if (link \((y, x)\) has been colored by \( x \)) then
push \( FROM(y) \) on the stack
end;

Algorithm 7.1 Procedure \( receive\_message \).

\(^2\) All links are uncolored or colored. The shade of the color does not matter.
Eventually, every node in the network will be in the state DT as the network is connected. Note that both sender and receiver keep track of every message in the system.

When a node $p$ becomes idle, it calls procedure *stack_cleanup*, which is defined in Algorithm 7.2. Procedure *stack_cleanup* examines its stack from the top and, for every entry of the form FROM($q$), deletes the entry and sends the remove_entry message to node $q$. Node $p$ repeats this until it encounters an entry of the form TO($x$) on the stack. The idea behind this step is to inform those nodes that sent a message to $p$ that the actions triggered by their messages to $p$ are complete.

```
Procedure stack_cleanup;
begin
   while (top entry on stack is not of the form “TO()”) do
      begin
         pop the entry on the top of the stack;
         let the entry be FROM($q$);
         send a remove_entry message to $q$
      end
   end;
```

*Algorithm 7.2 Procedure stack_cleanup.*

When a node $x$ receives a remove_entry message from its neighbor $y$, node $x$ infers that the operations triggered by its last message to $y$ have been completed and hence it no longer needs to keep track of this information. Node $x$ on receipt of the control message remove_entry from node $y$, examines its stack from the top and deletes the first entry of the form TO($y$) from the stack. If node $x$ is idle, it also performs the stack_cleanup operation. The procedure receive_remove_entry is defined in Algorithm 7.3.

```
Procedure receive_remove_entry(y: neighbor);
(* performed when a node x receives a remove_entry message from its neighbor y *)
begin
   scan the stack and delete the first entry of the form TO($y$);
   if idle then
      stack_cleanup
   end;
```

*Algorithm 7.3 Procedure receive_remove_entry.*
A node sends a terminate message to its parent when it satisfies all the following conditions:

1. It is idle.
2. Each of its incoming links is colored (it has received a warning message on each of its incoming links).
3. Its stack is empty.
4. It has received a terminate message from each of its children (this rule does not apply to leaf nodes).

When the root node satisfies all of the above conditions, it concludes that the underlying computation has terminated.

### 7.6.3 Performance

We analyze the number of control messages used by the algorithm in the worst case. Each node in the network sends one warning message on each outgoing link. Thus, each link carries two warning messages, one in each direction. Since there are $|E|$ links, the total number of warning messages generated by the algorithm is $2|E|$. For every message generated by the underlying computation (after the start of the termination detection algorithm), exactly one remove_message is sent on the network. If $M$ is the number of messages sent by the underlying computation, then at most $M$ remove_entry messages are used. Finally, each node sends exactly one terminate message to its parent (on the tree edge) and since there are only $|V|$ nodes and $|V| - 1$ tree edges, only $|V| - 1$ terminate messages are sent. Hence, the total number of messages generated by the algorithm is $2|E| + |V| - 1 + M$. Thus, the message complexity of the algorithm is $O(|E| + M)$ as $|E| > |V| - 1$ for any connected network. The algorithm is asymptotically optimal in the number of messages.

### 7.7 Termination detection in a very general distributed computing model

So far we assumed that the reception of a single message is enough to activate a passive process. Now we consider a general model of distributed computing where a passive process does not necessarily become active on the receipt of a message [1]. Instead, the condition of activation of a passive process is more general and a passive process requires a set of messages to become active. This requirement is expressed by an activation condition defined over the set $DS_i$ of processes from which a passive process $P_i$ is expecting messages. The set $DS_i$ associated with a passive process $P_i$ is called the dependent set of $P_i$. A passive process becomes active only when its activation condition is fulfilled.
7.7.1 Model definition and assumptions

The distributed computation consists of a finite set $P$ of processes $P_i$, $i = 1, \ldots, n$, interconnected by unidirectional communication channels. Communication channels are reliable, but they do not obey FIFO property. Message transfer delay is finite but unpredictable.

A passive process that has terminated its computation by executing for example an end or stop statement is said to be individually terminated; its dependent set is empty and therefore, it can never be activated.

AND, OR, and AND-OR models

There are several request models, such as AND, OR, AND-OR models. In the AND model, a passive process $P_i$ can be activated only after a message from every process belonging to $DS_i$ has arrived. In the OR model, a passive process $P_i$ can be activated when a message from any process belonging to $DS_i$ has arrived. In the AND-OR model, the requirement of a passive process $P_i$ is defined by a set $R_i$ of sets $DS_i^1, DS_i^2, \ldots, DS_i^{q_i}$, such that for all $r$, $1 \leq r \leq q_i$, $DS_i^r \subseteq P$. The dependent set of $P_i$ is $DS_i = DS_i^1 \cup DS_i^2 \cup \ldots DS_i^{q_i}$. Process $P_i$ waits for messages from all processes belonging to $DS_i^1$ or for messages from all processes belonging to $DS_i^2$ or for messages from all processes belonging to $DS_i^{q_i}$.

The $k$ out of $n$ model

In the $k$ out of $n$ model, the requirement of a passive process $P_i$ is defined by the set $DS_i$ and an integer $k_i$, $1 \leq k_i \leq |DS_i| = n_i$ and process $P_i$ becomes active when it has received messages from $k_i$ distinct processes in $DS_i$. Note that a more general $k$ out of $n$ model can be constructed as disjunctions of several $k$ out of $n$ requests.

Predicate fulfilled

To abstract the activation condition of a passive process $P_i$, a predicate $fulfilled_i(A)$ is introduced, where $A$ is a subset of $P$. Predicate $fulfilled_i(A)$ is true if and only if messages arrived (and not yet consumed) from all processes belonging to set $A$ are sufficient to activate process $P_i$.

7.7.2 Notation

The following notation will be used to define the termination of a distributed computation:

- $\text{passive}_i$: true iff $P_i$ is passive.
- $\text{empty}(j, i)$: true iff all messages sent by $P_j$ to $P_i$ have arrived at $P_i$; the messages not yet consumed by $P_i$ are in its local buffer.
- $\text{arr}(j)$: true iff a message from $P_j$ to $P_i$ has arrived at $P_i$ and has not yet been consumed by $P_i$. 
- \( ARR_i = \{ \text{processes } P_j \text{ such that } arr(j) \} \).
- \( NE_i = \{ \text{processes } P_j \text{ such that } \neg \text{empty}(j, i) \} \).

### 7.7.3 Termination definitions

Two different types of terminations are defined, dynamic termination and static termination:

- **Dynamic termination** The set of processes \( P \) is said to be dynamically terminated at some instant if and only if the predicate \( Dterm \) is true at that moment where:

\[
Dterm \equiv \forall P_i \in P : \text{passive}, \neg \text{fulfilled},(ARR_i \cup NE_i).
\]

Dynamic termination means that no more activity is possible from processes, though messages of the underlying computation can still be in transit. This definition is useful in “early” detection of termination as it allows us to conclude whether a computation has terminated even if some of its messages have not yet arrived.

Note that dynamic termination is a stable property because once \( Dterm \) is true, it remains true.

- **Static termination** The set of processes \( P \) is said to be statically terminated at some instant if and only if the predicate \( Sterm \) is true at that moment where:

\[
Sterm \equiv \forall P_i \in P : \text{passive}, (NE_i = \emptyset) \land \neg \text{fulfilled},(ARR_i).
\]

Static termination means all channels are empty and none of the processes can be activated. Thus, static termination is focused on the state of both channels and processes. When compared to \( Dterm \), the predicate \( Sterm \) corresponds to “late” detection as, additionally, all channels must be empty.

### 7.7.4 A static termination detection algorithm

**Informal description**

A control process \( C_i \), called a controller, is associated with each application process \( P_i \). Its role is to observe the behavior of process \( P_i \) and to cooperate with other controllers \( C_j \) to detect occurrence of the predicate \( Sterm \). In order to detect static termination, a controller, say \( C_a \), initiates detection by sending a control message \( query \) to all controllers (including itself). A controller \( C_i \) responds with a message \( reply(ld_i) \), where \( ld_i \) is a Boolean value. \( C_a \) combines all the Boolean values received in \( reply \) messages to compute \( td := \bigwedge_{1 \leq i \leq n} ld_i \). If \( td \) is true, \( C_a \) concludes that termination has occurred. Otherwise, it sends new \( query \) messages. The basic sequence of sending of \( query \) messages followed by the reception of associated \( reply \) messages is called a wave.
The core of the algorithm is the way a controller $C_i$ computes the value $ld_i$ sent back in a reply message. To ensure safety, the values $ld_1, \ldots, ld_n$ must be such that:

$$\bigwedge_{1 \leq i \leq n} ld_i \implies Stem$$

$$\implies \forall P_i \in P : \text{passive}_i \land (NE_i = \emptyset) \land \neg fulfilled_i(ARR_i).$$

A controller $C_i$ delays a response to a query as long as the following locally evaluable predicate is false: $\text{passive}_i \land (\text{notack}_i = 0) \land \neg fulfilled_i(ARR_i)$. When this predicate is false, the static termination cannot be guaranteed.

For correctness, the values reported by a wave must not miss the activity of processes “in the back” of the wave. This is achieved in the following manner: each controller $C_i$ maintains a Boolean variable $cp_i$ (initialized to true iff $P_i$ is initially passive) in the following way:

- When $P_i$ becomes active, $cp_i$ is set to false.
- When $C_i$ sends a reply message to $C_a$, it sends the current value of $cp_i$ with this message, and then sets $cp_i$ to true.

Thus, if a reply message carries value true from $C_i$ to $C_a$, it means that $P_i$ has been continuously passive since the previous wave, and the messages arrived and not yet consumed are not sufficient to activate $P_i$, and all output channels of $P_i$ are empty.

**Formal description**

The algorithm for static termination detection is as follows. By a *message*, we mean any message of the underlying computation; *queries* and *replies* are called *control* messages.

**S1:** When $P_i$ sends a message to $P_j$

$$\text{notack}_i := \text{notack}_i + 1$$

**S2:** When a message from $P_j$ arrives to $P_i$

send $\text{ack}$ to $C_j$

**S3:** When $C_i$ receives $\text{ack}$ from $C_j$

$$\text{notack}_i = \text{notack}_i - 1$$

**S4:** When $P_i$ becomes active

$$cp_i := false.$$
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(* A passive process can only become active when its activation condition is true; this activation is under the control of the underlying operating system, and the termination detection algorithm only observes it.*)

**S5:** When $C_i$ receives query from $C_a$

(* Executed only by $C_a.*)

Wait until

$((\text{passive}_i \land (\text{notack}_i = \emptyset) \land \text{fulfilled}_i(\text{ARR}_i))$;

$ld_i := cp_i$;

$cp_i := \text{true}$;

send $reply(ld_i)$ to $C_a$

**S6:** When controller $C_a$ decides to detect static termination

repeat send $query$ to all $C_i$;

receive $reply(ld_i)$ from all $C_i$;

$td := \bigwedge_{1 \leq i \leq n} ld_i$;

until $td$;

claim static termination

**Performance**

The efficiency of this algorithm depends on the implementation of waves. Two waves are in general necessary to detect static termination. A wave needs two types of messages: $n$ queries and $n$ replies, each carrying one bit. Thus, $4n$ control messages of two distinct types carrying at most one bit each are used to detect the termination once it has occurred. If waves are supported by a ring, this complexity reduces to $2n$. The detection delay is equal to duration of two sequential wave executions.

7.7.5 A dynamic termination detection algorithm

Recall that a dynamic termination can occur before all messages of the computation have arrived. Thus, termination of the computation can be detected sooner than in static termination.

**Informal description**

Let $C_a$ denote the controller that launches the waves. In addition to $cp_i$, each controller $C_i$ has the following two vector variables, denoted as $s_i$ and $r_i$, that count messages, respectively, sent to and received from every other process:
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- $s[i, j]$ denotes the number of messages sent by $P_i$ to $P_j$;
- $r[i, j]$ denotes the number of messages received by $P_i$ from $P_j$.

Let $S$ denote an $n \times n$ matrix of counters used by $C_\alpha$; entry $S[i, j]$ represents $C_\alpha$’s knowledge about the number of messages sent by $P_i$ to $P_j$.

First, $C_\alpha$ sends to each $C_i$ a query message containing the vector $(S[1,i], \ldots, S[n,i])$, denoted by $S[..,i]$. Upon receiving this query message, $C_i$ computes the set $ANE_i$ of its non-empty channels. This is an approximate knowledge but is sufficient to ensure correctness. Then $C_i$ computes $ld_i$, which is true if and only if $P_i$ has been continuously passive since the previous wave and its requirement cannot be fulfilled by all the messages arrived and not yet consumed ($ARR_i$) and all messages potentially in its input channels ($ANE_i$). $C_i$ sends to $C_\alpha$ a reply message carrying the values $ld_i$ and vector $s_i$. Vector $s_i$ is used by $C_\alpha$ to update row $S[i,]$ and thus gain more accurate knowledge. If $\bigwedge_{1 \leq i \leq n} ld_i$ evaluates to true, $C_\alpha$ claims dynamic termination of the underlying computation. Otherwise, $C_\alpha$ launches a new wave by sending query messages.

Vector variables $s_i$ and $r_i$ allow $C_\alpha$ to update its (approximate) global knowledge about messages sent by each $P_i$ to each $P_j$ and get an approximate knowledge of the set of non-empty input channels.

**Formal description**

All controllers $C_i$ execute statements S1 to S4. Only the initiator $C_\alpha$ executes S5. Local variables $s_i$, $r_i$, and $S$ are initialized to 0.

**S1:** When $P_i$ sends a message to $P_j$

\[ s[i, j] := s[i, j] + 1 \]

**S2:** When a message from $P_j$ arrives at $P_i$

\[ r[i, j] := r[i, j] + 1 \]

**S3:** When $P_i$ becomes active

\[ cp_i := false \]

**S4:** When $C_i$ receives $query(VC[1...n])$ from $C_\alpha$

(\emph{VC[1...n]} = $S[1...n, i]$ is the $i$th column of $S$)

\[ ANE_i := \{ P_j : VC[j] > r[i,j] \} ; \]

\[ ld_i := cp_i \neg fulfilled_i (ARR_i \cup NE_i) ; \]

\[ cp_i := (state_i = \text{passive}) ; \]

send reply($ld_i, s_i$) to $C_\alpha$
S5: When controller $C_a$ decides to detect dynamic termination
repeat for each $C_i$
  send $query(S[1...n,i])$ to $C_i$;
  (the $i$th column of $S$ is sent to $C_i$ *)
  receive $reply(ld_i,s_i)$ from all $C_i$;
$orall i \in [1..n]: S[i,.] := s_i$;
$td := \bigwedge_{1 \leq i \leq n} ld_i$
until $td$;

claim dynamic termination

Performance
The dynamic termination detection algorithm needs two waves after dynamic termination has occurred to detect it. Thus, its message complexity is $4n$, which is lower than the static termination detection algorithm since no acknowledgements are necessary. However, messages are composed of $n$ monotonically increasing counters. As waves are sequential, $query$ (and $reply$) messages between $C_a$ and each $C_i$ are received and processed in their sending order; this FIFO property can be used in conjunction with Singhal–Kshemkalyani’s differential technique to decrease the size of the control messages. The detection delay is two waves but is shorter than the delay of the static termination algorithm as acknowledgements are not used.

7.8 Termination detection in the atomic computation model

Mattern [12] developed several algorithm for termination detection in the atomic computation model.

Assumptions
1. Processes communicate solely by messages. Messages are received correctly after an arbitrary but finite delay. Messages sent over the same communication channel may not obey the FIFO rule.
2. A time cut is a line crossing all process lines. A time line can be a straight vertical line or a zigzag line, crossing all process lines. The time cut of a distributed computation is a set of actions characterized by a fact that whenever an action of a process belongs to that set, all previous actions of the same process also belong to the set.
3. We assume that all atomic actions are totally globally ordered i.e., no two actions occur at the same time instant.
7.8.1 The atomic model of execution

In the atomic model of the distributed computation, a process may at any
time take any message from one of its incoming communication channels,
immediately change its internal state, and at the same instant send out zero or
more messages. All local actions at a process are performed in zero time. Thus,
consideration of process states is eliminated when performing termination
detection.

In the atomic model, a distributed computation has terminated at time
instant $t$ if at this instant all communications channels are empty. This is
because execution of an internal action at a process is instantaneous.

A dedicated process, $P_1$, the initiator, determines if the distributed compu-
tation has terminated. The initiator $P_1$ starts termination detection by sending
control messages directly or indirectly to all other processes. Let us assume
that processes $P_1, \ldots, P_n$ are ordered in sequence of the arrival of the control
message.

7.8.2 A naive counting method

To find out if there are any messages in transit, an obvious solution is to
let every process count the number of basic messages sent and received. We
denote the total number of basic messages $P_i$ has sent at (global) time instant
$t$ by $s_i(t)$, and the number of messages received by $r_i(t)$. The values of the
two local counters are communicated to the initiator upon request. Having
directly or indirectly received these values from all processes, the initiator
can accumulate the counters. Figure 7.9 shows an example, where the time
instants at which the processes receive the control messages and communicate
the values of their counters to the initiator are symbolized by striped dots.
These are connected by a line representing a “control wave,” which induces
a time cut.

If the accumulated values at the initiator indicate that the sum of all the
messages received by all processes is the same as the sum of all messages

![Figure 7.9 An example showing a control wave with a backward communication [12].](image-url)
sent by all processes, it may give an impression that all the messages sent have been received, i.e., there is no message in transit.

Unfortunately because of the time delay of the control wave, this simple method is not correct. The example in Figure 7.9 shows that the counters can become corrupted by messages “from the future,” crossing from the right side of the control wave to its left.

The accumulated result indicates that one message was sent and one received although the computation has not terminated. This misleading result is caused by the fact that the time cut is inconsistent. A time cut is considered to be inconsistent, if when the diagonal line representing it is made vertical, by compressing or expanding the local time scales, a message crosses the control wave backwards.

However, this naive method for termination detection works if the time cut representing the control wave is consistent.

Various strategies can be applied to correct the deficiencies of the naive counting method:

- If the time cut is inconsistent, restart the algorithm later.
- Design techniques that will only provide consistent time cuts.
- Do not lump the count of all messages sent and all messages received. Instead, relate the messages sent and received between pairs of processes.
- Use techniques like freezing the underlying computation.

### 7.8.3 The four counter method

A very simple solution consists of counting twice using the naive counting method and comparing the results. After the initiator has received the response from the last process and accumulated the values of the counters \( R^* \) and \( S^* \) (where \( R^* := \sum r_i(t) \) and \( S^* := \sum s_i(t) \)), it starts a second control wave (see Figure 7.10), resulting in values \( R'^* \) and \( S'^* \). The system is terminated if values of the four counters are equal, i.e., \( R^* = S^* = R'^* = S'^* \). In fact, a slightly stronger result exists: if \( R^* = S'^* \), then the system terminated at the end of the first wave \((t_2 \text{ in Figure 7.10})\).

Let \( t_2 \) denote the time instant at which the first wave is finished, and \( t_3 \) \((\geq t_2)\) denote the starting time of the second wave (see Figure 7.10).

1. Local message counters are monotonic, that is, \( t \leq t' \) implies \( s_i(t) \leq s_i(t') \) and \( r_i(t) \leq r_i(t') \). This follows from the definition.
2. The total number of messages sent or received is monotonic, that is, \( t \leq t' \) implies \( S(t) \leq S(t') \) and \( R(t) \leq R(t') \).
3. \( R^* \leq R(t_2) \). This follows from (1) and the fact that all values \( r_i \) are collected before \( t_2 \).
4. \( S'^* \geq S(t_3) \). This follows from (1) and the fact that all values \( s_i \) are collected after \( t_3 \).
5. For all \( t \), \( R(t) \leq S(t) \). This is because the number of messages in transit \( D(t) := S(t) - R(t) \geq 0 \).
Now we show that if \( R^* = S^* \), then the computation had terminated at the end of the first wave:

\[
R^* = S^* \implies R(t_2) \geq S(t_3) \\
\implies R(t_2) \geq S(t_2) \\
\implies R(t_2) = S(t_2)
\]

That is, the computation terminated at \( t_2 \) (at the end of the first wave).

If the system terminated before the start of the first wave, it is trivial that all messages arrived before the start of the first wave, and hence the values of the accumulated counters will be identical. Therefore, termination is detected by the algorithm in two “rounds” after it had occurred. Note that the second wave of an unsuccessful termination test can be used as the first wave of the next termination test. However, a problem with this method is to decide when to start the next wave after an unsuccessful test – there is a danger of an unbounded control loop.

### 7.8.4 The sceptic algorithm

Note that the values of the counters obtained by the first wave of the four counter method can become corrupted if there is some activity at the right of the wave. To detect such activity, we use flags which are initialized by the first wave, and set by the processes when they receive (or alternatively when they send) messages. The second wave checks if any of the flags have been set, in which case a possible corruption is indicated. A general drawback is that at least two waves are necessary to detect the termination.

It is possible to devise several variants based on the logical control topology. If the initiator asks every process individually, it corresponds to a star topology. It is possible to implement the sceptic algorithm on a ring; however, symmetry is not easily achieved since different waves may interfere when a
single flag is used at each process. A spanning tree is also an interesting control configuration. Echo algorithms used as a parallel graph traversal method induce two phases. The “down” phase is characterized by the receipt of a first control message which is propagated to all other neighbors, and the “up” phase by the receipt of the last of the echoes from its neighboring nodes. These two phases can be used as two necessary waves of the sceptic method for termination detection.

7.8.5 The time algorithm

The time algorithm is a single wave detection algorithm where termination can be detected in one single wave after its occurrence at the expense of increased amount of control information or augmenting every message with a timestamp. In the time algorithm, each process has a local clock represented by a counter initialized to 0.

A control wave started by the initiator at time \( i \), accumulates the values of the counters and “synchronizes” the local clocks by setting them to \( i + 1 \). Thus, the control wave separates “past” from “future.” If a process receives a message whose timestamp is greater than its own local time, the process has received a message from the future (i.e., the message crossed the wave from right to left) and the message has corrupted the counters. After such a message has been received, the current control wave is nullified on arrival at the process.

Formal description

Every process \( P_j \) \((1 \leq j \leq n)\) has a local message counter \( COUNT \) (initialized to 0) that holds the value \( s_j - r_j \), a local discrete \( CLOCK \) (initialized to 0), and a variable \( TMAX \) (also initialized to 0) that holds the latest send time of all messages received by \( P_j \).

The pseudo code for process \( P_j \) is shown in Algorithm 7.4.

A control message consists of four parameters: the (local) time at which the control round was started, the accumulator for the message counters, a flag which is set when a process has received a basic message from the future \( (TMAX \geq TIME) \), and the identification of the initiating process. The first component of a basic message is always the timestamp.

For each single control wave, any basic message that crosses the wave from the right side of its induced cut to its left side is detected. Note that different control waves do not interfere; they merely advance the local clocks further. Once the system is terminated, the values of the \( TMAX \) variables remain fixed and since for every process \( P_j \), \( TMAX_j \leq \max_{1 \leq i \leq n} CLOCK_i \), the process with the maximum clock value can detect global termination in one round. Other processes may need more rounds.
(a) When sending a basic message to $P_i$:
1. $\text{COUNT} \leftarrow \text{COUNT} + 1$;
2. send $<\text{CLOCK},...>$ to $P_i$; /* timestamped basic message */

(b) When receiving a basic message $<\text{TSTAMP},...>$:
3. $\text{COUNT} \leftarrow \text{COUNT} - 1$;
4. $\text{TMAX} \leftarrow \max(\text{TSTAMP}, \text{TMAX})$;
5. /* process the message */

(c) When receiving a control message $<\text{TIME}, \text{ACCU}, \text{INVALID}, \text{INIT}>$:
6. $\text{CLOCK} \leftarrow \max(\text{TIME}, \text{CLOCK})$; /* synchronize the local clock */
7. if $\text{INIT} = j$ /* complete round? */
8. then if $\text{ACCU} = 0$ and not $\text{INVALID}$
9. then “terminated” else “try again”;
10. endif;
11. else send $<\text{TIME}, \text{ACCU} + \text{COUNT}, \text{INVALID}$ or $\text{TMAX} \geq \text{TIME}$, $\text{INIT}>$ to $P_{(j \mod n)+1}$;
12. end_if;

(d) When starting a control round:
13. $\text{CLOCK} \leftarrow \text{CLOCK} + 1$;
14. send $<\text{CLOCK}, \text{COUNT}, \text{false}, j>$ to $P_{(j \mod n)+1}$;

Algorithm 7.4 The time algorithm [12].

7.8.6 Vector counters method

Vector counters method of termination detection consists of counting messages in such a way that it is not possible to mislead the accumulated counters.

The configuration used is the ring with $n$ processes where every process $P_j$ ($1 \leq j \leq n$) has a $\text{COUNT}$ vector of length $n$, where $\text{COUNT}[i]$ ($1 \leq i \leq n$) denotes the $i$th component of the vector. A circulating control message also consists of a vector of length $n$. For each process $P_j$, the local variable $\text{COUNT}[i]$ ($i \neq j$) holds the number of basic messages that have been sent to process $P_i$ since the last visit of the control message. Likewise, the negative value of $\text{COUNT}[j]$ indicates how many messages have been received from any other process. At any (global) time instant, the sum of the $k$th components of all $n$ $\text{COUNT}$ vectors including the circulating control vector equals the number of messages currently on their way to process $P_k$, $1 \leq k \leq n$. This property is maintained invariant by the implementation given below. For simplicity, we assume that no process communicates with itself, $P_{n+1}$ is identical to $P_1$, an operation on a vector is defined by the operating on each of its components, and $0^*$ denotes the null vector.

The psuedo code for process $P_j$ is shown in Algorithm 7.5.
**COUNT** is initialized to 0*

(a) When sending a basic message to \( P_i \) (\( i \neq j \)):

\[
(1) \quad COUNT[i] \leftarrow COUNT[i] + 1;
\]

(b) The following instructions are executed at the end of all local actions triggered by the receipt of a basic message:

\[
(2) \quad COUNT[j] \leftarrow COUNT[j] - 1;
\]

\[
(3) \quad \text{if } COUNT[j] = 0 \text{ then}
\]

\[
(4) \quad \text{if } COUNT = 0^* \text{ then} \quad \text{“system terminated”}
\]

\[
(5) \quad \text{else send accumulate } <COUNT> \text{ to } P_{j+1};
\]

\[
(6) \quad COUNT \leftarrow 0^*;
\]

\[
(7) \quad \text{end_if};
\]

\[
(8) \quad \text{end_if};
\]

(c) When receiving a control message “accumulate \( \leq ACCU \)”:  

\[
(9) \quad COUNT \leftarrow COUNT + ACCU;
\]

\[
(10) \quad \text{if } COUNT[j] \leq 0 \text{ then}
\]

\[
(11) \quad \text{if } COUNT = 0^* \text{ then} \quad \text{“system terminated”}
\]

\[
(12) \quad \text{else send accumulate } <COUNT> \text{ to } P_{j+1};
\]

\[
(13) \quad COUNT \leftarrow 0^*;
\]

\[
(14) \quad \text{end_if};
\]

\[
(15) \quad \text{end_if};
\]

**Algorithm 7.5** Vector counters algorithm [12].

An initiator \( P_i \) starts the algorithm by sending the control message “accumulate \( \leq 0^* \)” to \( P_{i+1} \). A mechanism is needed to ensure that every process is visited at least once by the control message, i.e., that the control vector makes at least one complete round after the start of the algorithm.

Every process counts the number of outgoing messages individually by incrementing the counter indexed by the receiver’s process number (line 1); the counter indexed by its own number is decremented on receipt of a message (line 2). When a process receives the circulating control message, it accumulates the values in the message to its \( COUNT \) vector (line 9). A check is then made (line 10) to determine whether any basic messages known to the control message have still not arrived at \( P_j \). If this is the case (\( COUNT[j] > 0 \)), the control message is removed from the ring and regenerated at later time (line 5) when all expected messages have been received by \( P_j \). For this purpose, every time a basic message is received by a process \( P_j \), a test is made to check whether \( COUNT[j] \) is equal to 0 (line 3). Note that lines 4–15 are only executed when the control vector is at \( P_j \). Note that there is at most one process \( P_j \) with \( COUNT[j] > 0 \), and if this is the case at \( P_j \), the control
vector “waits” at process $P_j$ (lines 11–13 are not executed and the control vector remains at $P_j$).

If the control message is not required to wait at nodes for outstanding basic messages, the algorithm can be simplified considerably by removing lines 3–8 as well as lines 10 and 15.

**Performance**

The number of control messages exchanged by this algorithm is bounded by $n(m+1)$, where $m$ denotes the number of basic messages, because at least one basic message is received in every round of the control message, excluding the first round. Therefore, the worst case communication complexity for this algorithm is $O(mn)$.

### 7.8.7 A channel counting method

The channel counting method is a refinement of the vector counter method in the following way: a process keeps track of the number of messages sent to each process and keeps track of the number of messages received from each process, using appropriate counters.

Each process $P_j$ has $n$ counters, $C_{ji}^+, \ldots, C_{jn}^+$, for outgoing messages and $n$ counters, $C_{ij}^-, \ldots, C_{ij}^-$, for incoming messages. $C_{ij}^-$ is incremented when $P_j$ receives a message from process $P_i$, and $C_{ji}^+$ is incremented when $P_j$ sends a message to $P_k$. Upon demand, each process informs the values of the counters to the initiator. The initiator reports termination if $C_{ij}^- = C_{ij}^+$ for all $i,j$.

The method becomes more practical if it is combined with the echo algorithm, where test messages flow down on every edge of the graph and echoes proceed in the opposite direction. The value of $C_{ij}^-$ is transmitted upwards from process $P_j$ to $P_i$ in an echo; whereas, a test message sent by $P_i$ to $P_j$ carries the value of $C_{ij}^+$ with it. A process receiving a test message from another process (the activator), propagates it in parallel with any other process to which it sent basic messages whose receipts have not yet been confirmed. If it has already done this, or if all basic messages sent out have been confirmed, an echo is immediately sent to the activator. There are no special acknowledgement messages. A process $P_i$, receiving the value of $C_{ij}^-$ in an echo, knows that all messages it sent to $P_j$ have arrived if the value of $C_{ij}^-$ equals the value of its own counter $C_{ij}^+$. An echo is only propagated towards the activator if an echo has been received from each subtree and all channels in the subtrees are empty.

**Formal description**

Each process $P_j$ has the following arrays of counters:

1. $OUT[i]$: counts the number of basic messages sent to $P_i$.
2. $IN[i]$: counts the number of basic messages received from $P_i$. 
3. $REC[i]$: records the number of its messages that $P_i$ knows have been received by $P_i$.

$OUT[i]$ corresponds to $C_{ij}^+$ and $IN[i]$ to $C_{ij}^-$. A variable $ACTIVATOR$ is used to hold the index number of the activating process and a counter $DEGREE$ indicates how many echoes are still missing.

The pseudo code for process $P_j$ is shown in Algorithm 7.6.

```plaintext
{OUT, IN, and REC are initialized to 0* and DEGREE to 0.}
(a) When sending a basic message to $P_i$:
   (1) $OUT[i] \rightarrow OUT[i]+1$;
(b) When receiving a basic message from $P_i$:
   (2) $IN[i] \leftarrow IN[i]+1$;
(c) On the receipt of a control message test $< m >$ from $P_i$ where $m \leq IN[i]$:
   (3) if $DEGREE > 0$ or $OUT = REC$ /* already engaged or subtree is quiet */
        then send echo $<IN[i]>$ to $P_i$;
   (4) else $ACTIVATOR \leftarrow i$; /* trace activating process */
   (5) $PROPOGATE$ /* and test all subtrees */
   (6) end_if;
(d) On the receipt of a control message echo $< m >$ from $P_i$:
   (7) $REC[i] \leftarrow m$;
   (8) $DEGREE \leftarrow DEGREE - 1$; /* decrease missing echoes counter */
    if $DEGREE = 0$ then
        /* last echo checks whether all subtrees are quiet */
        $PROPAGATE$;
    end_if;
    if $DEGREE = 0$ then /* all echoes arrived, everything quiet */
        send echo $<IN[ACTIVATOR]>$ to $P_{ACTIVATOR}$;
    end_if;
(e) The procedure $PROPAGATE$ called at lines 6 and 11 is defined as follows:
(16) procedure $PROPAGATE$:
(17) loop for $K = 1$ to $n$
(18) if $OUT[K] \neq REC[K]$ then /* confirmation missing */
(19) send test $<OUT[K]>$ to $P_k$; /* check subtree */
(20) $DEGREE \leftarrow DEGREE + 1$;
(21) end_if;
(22) end_loop;
(23) end_procedure;
```

**Algorithm 7.6** Channel counting algorithm [12].
Variable $\text{DEGREE}$ is incremented when a process sends a test message (line 20) and it is decremented when a process receives an ECHO message (line 9). If $\text{DEGREE} > 0$, it means the node is “engaged” and a test message is immediately responded to with an echo message (line 4). An echo is also returned for a test message if $\text{OUT} = \text{REC}$ (line 3), i.e., if process sent no messages at all or if all messages sent out by it have been acknowledged. Lines 10–15 insure that an echo is only returned if the arrival of all basic messages has been confirmed and all computations in the subtree finished. This is done by sending further test messages (via procedure $\text{PROPAGATE}$) after the last echo has arrived (lines 10–12). These test messages visit any of the subtree root processes that have not yet acknowledged all basic messages sent to them. The procedure $\text{PROPAGATE}$ increases the value of the variable $\text{DEGREE}$ if any processes are visited, thus preventing the generation of an echo (lines 13–15).

To minimize the number of control messages, test messages should not overtake basic messages. To achieve this, test messages carry with them a count of the number of basic messages sent over the communication channel (line 19). If a test messages overtakes some basic messages (and it is not overtaken by basic messages), its count will be greater than the value of the IN-counter of the receiver process. In this case, the test message is put on hold and delivered later when all basic messages with lower count have been received (guard $m \leq \text{IN}[i]$ in point (c) insures this).

The initiator starts the termination test only once, as if it had received a test $< 0 >$ message from some imaginary process $P_0$. On termination detection, instead of eventually sending an echo to $P_0$, it reports termination. Test messages only travel along those channels that have been used by basic messages; processes that did not participate in the distributed computation are not visited by test messages. For each test message, an echo is eventually sent in the opposite direction.

**Performance**

At least one basic message must have been sent between the two test messages along the same channel. This results in an upper bound of $2m$ control messages, where $m$ denotes the number of basic messages. Hence, the worst case communication complexity is $O(m)$. However, the worst case should rarely occur, particularly if the termination test is started well after the computation started. In many situations, the number of control messages should be much smaller than $m$. The exact number of control messages involved in channel counting is difficult to estimate because it is highly dependent on communication patterns of the underlying computation.

### 7.9 Termination detection in a faulty distributed system

An algorithm is presented that detects termination in distributed systems in which processes fail in a fail-stop manner. The algorithm is based on the
weight-throwing method. In such a distributed system, a computation is said to be terminated if and only if each healthy process is idle and there is no basic message in transit whose destination is a healthy process. This is independent of faulty processes and undeliverable messages (i.e., whose destination is a faulty process). Based on the weight-throwing scheme, a scheme called flow detecting scheme is developed by Tseng [20] to derive a fault-tolerant termination detection algorithm.

Assumptions
Let $S = P_1, P_2, \ldots, P_n$ be the set of processes in the distributed computation. $C_{ij}$ represents the bidirectional channel between $P_i$ and $P_j$. The communication network is asynchronous. Communications channels are reliable, but they are non-FIFO. At any time, an arbitrary number of processes may fail. However, the network remains connected in the presence of faults. The fail-stop model implies that a failed process stops all activities and cannot rejoin the computation in the current session. Detection of faults takes a finite amount of time.

7.9.1 Flow detecting scheme

Weights may be lost because a process holding a non-zero weight may crash or a message destined to a crashed process is carrying a weight. Therefore, due to faulty processes and undeliverable messages carrying weights, it may not be possible for the leader to accumulate the total weight of 1 to declare termination. In the case of a process crash, the lost weight must be calculated. To solve this problem, the concept of flow invariant is used.

The concept of flow invariant
Define $H \subseteq S$ as the set of all healthy processes. Define subsystem $H$ to be part of the system containing all processes in $H$ and communication channels connecting two processes in $H$. According to the concept of flow invariant, the weight change of the subsystem during time interval $I$, during which the system is doing computation, is equal to (weights flowing into $H$ during $I$) − (weights flowing out of $H$ during $I$). To implement this concept, a variable called $net_i$ is assigned to each process $P_i$ belonging to $H$. This variable records the total weight flowing into and out of the subsystem $H$. Initially, $\forall i \ net_i = 0$. The following flow-detecting rules are defined:

**Rule 1:** Whenever a process $P_i$, which belongs to $H$ receives a message with weight $x$ from another process $P_j$, which does not belong to $H$, $x$ is added to $net_i$. 
**Rule 2:** Whenever a process $P_i$ which belongs to $H$ sends a message with weight $x$ to a process $P_j$ which does not belong to $H$, $x$ is subtracted from $net_i$.

Let $W_H$ be the sum of the weights of all processes in $H$ and all in-transit messages transmitted between processes in $H$:

$$W_H = \sum_{P_i \in H} (net_i + 1/n),$$

where $1/n$ is the initial weight held by each process $P_i$.

Let $\overline{H} = S - H$ be the set of faulty processes. The distribution of weights is divided into four parts:

- $W_H$: weights of processes in $H$.
- $W_{\overline{H}}$: weights of processes in $\overline{H}$.
- $W_{H \rightarrow \overline{H}}$: weights held by in-transit messages from $H$ to $\overline{H}$.
- $W_{\overline{H} \rightarrow H}$: weights held by in-transit messages from $\overline{H}$ to $H$.

This is shown in Figure 7.11. $W_{\overline{H}}$ and $W_{H \rightarrow \overline{H}}$ are lost and cannot be used in the termination detection.

### 7.9.2 Taking snapshots

In distributed systems, due to the lack of a perfectly synchronized global clock, it is not possible to get a global view of the subsystem $H$ and hence it may not possible to determine $W_H$. We obtain $\overline{W}_H$, which is an estimated value of $W_H$, by taking snapshots on the subsystem $H$ and by using the above equation for $W_H$.

However, note that weights in $W_{\overline{H} \rightarrow H}$ carried by in-transit messages may join $H$ and change $W_H$. To obtain a stable value of $W_H$, channels from $\overline{H}$ to $H$ are disconnected before taking snapshots of $H$. Once a channel is disconnected, a healthy process can no longer send or receive messages along it.

A snapshot on $H$ is the collection of $net_i$’s from all processes in $H$. A snapshot is said to be consistent if all channels from $H$ to $\overline{H}$ are disconnected before taking the snapshot (i.e., recording the values of $net_i$).
A snapshot is taken upon a snapshot request by the leader process. The leader uses the information in a consistent snapshot and equation to compute $W_H$ to calculate $\bar{W}_H$. Snapshots are requested when a new faulty process is found or when a new leader is elected. It should be noted that $\bar{W}_H$ is an estimate of the weight remaining in the system. This is because processes can fail and stop any time and there may not exist any point in real time in the computation where $H$ is the healthy set of processes. Suppose $H'$ is the set of healthy processes at some point in time in the computation after taking the snapshot. If $H = H'$, then $\bar{W}_H = W_{H'}$; otherwise, $\bar{W}_H \geq W_{H'}$ must be true, because of the fail-stop model of processes. This eliminates the possibility of declaring termination falsely. Thus, the leader can safely declare termination after it has collected $\bar{W}_H$ of weight.

### 7.9.3 Description of the algorithm

The algorithm combines the weight-throwing scheme, the flow detecting scheme and a snapshot-recording scheme [20]. Process $P_i$ elects itself the leader if it knows that all $P_j, j < i$, are faulty. The leader process takes snapshots and estimates remaining weight in the system.

#### Data structures

The following data structures are used at process $P_i, i = 1, ..., n$:

- $l_i$ is the identity of the leader known to $P_i$. Initially $l_i = 1$.
- $w_i$ is the weight currently held by $P_i$. Initially $w_i = 1/n$.
- $s_i$ is the systems total weight assumed by $P_i$. $P_i$ will try to collect this amount of weight. Initially, $s_i = 1$.
- $NET_i[1, ..., n]$ is an array of real numbers. $NET_i[j]$ keeps track of the total weight flowing into $P_i$ from $P_j$. Initially, $NET_i[j] = 0$ for all $j = 1, ..., n$.
- $F_i$ is a set of faulty processes. A process $P_j$ belongs to $F_i$ if and only if $P_i$ knows that $P_j$ is faulty and $P_i$ has disconnected its channel to $P_j$. Initially, $F_i$ is a null set.
- $SN_i$ is a set of processes. When $P_i$ initiates a snapshot, $SN_i$ is a set of processes to which $P_i$ sends snapshot requests. A process $P_j$ belonging to $SN_i$ is removed from $SN_i$ if $P_i$ receives a reply from $P_j$ or if $P_i$ finds $P_j$ is faulty. No new snapshot is started unless $SN_i$ is an empty set. Initially, $SN_i$ is a null set, which implies no snapshot is in progress.
- $t_i$ is used for temporarily calculating the total remaining weight while a snapshot is in progress.
- $c_i$ is a boolean, used for temporarily calculating the consistency of a snapshot.
Rule 2: Whenever a process $P_i$ which belongs to $H$ sends a message with weight $x$ to a process $P_j$ which does not belong to $H$, $x$ is subtracted from $net_i$.

Let $W_H$ be the sum of the weights of all processes in $H$ and all in-transit messages transmitted between processes in $H$:

$$W_H = \sum_{P_i \in H} (net_i + 1/n),$$

where $1/n$ is the initial weight held by each process $P_i$.

Let $\overline{H} = S-H$ be the set of faulty processes. The distribution of weights is divided into four parts:

- $W_H$: weights of processes in $H$.
- $W_{\overline{H}}$: weights of processes in $\overline{H}$.
- $W_{H\rightarrow\overline{H}}$: weights held by in-transit messages from $H$ to $\overline{H}$.
- $W_{\overline{H}\rightarrow H}$: weights held by in-transit messages from $\overline{H}$ to $H$.

This is shown in Figure 7.11. $W_{\overline{H}}$ and $W_{H\rightarrow\overline{H}}$ are lost and cannot be used in the termination detection.

### 7.9.2 Taking snapshots

In distributed systems, due to the lack of a perfectly synchronized global clock, it is not possible to get a global view of the subsystem $H$ and hence it may not possible to determine $W_H$. We obtain $\overline{W}_H$, which is an estimated value of $W_H$, by taking snapshots on the subsystem $H$ and by using the above equation for $W_H$.

However, note that weights in $W_{\overline{H}\rightarrow H}$ carried by in-transit messages may join $H$ and change $W_H$. To obtain a stable value of $W_H$, channels from $\overline{H}$ to $H$ are disconnected before taking snapshots of $H$. Once a channel is disconnected, a healthy process can no longer send or receive messages along it.

A snapshot on $H$ is the collection of $net_i$’s from all processes in $H$. A snapshot is said to be consistent if all channels from $H$ to $\overline{H}$ are disconnected before taking the snapshot (i.e., recording the values of $net_i$).
When $P_i$ is not the leader, it sends its weight to the leader process in a control message. A4 describes $P_i$’s response on receiving a control message. In all actions A1–A4, $NET_i[1 \ldots n]$ records the weight-flowing information. In A5, leader $P_i$ announces the termination.

Actions F1 to F4 in Algorithm 7.8 deal with faults and take snapshots of the system.

(* Actions for detecting a fault when no snapshot is in progress *)

**F1:** ($P_i$ detecting $P_j$ faulty) $\land$ ($P_j \notin F_i$) $\land$ ($SN_i = \emptyset$) $\rightarrow$

- disconnect the channel from $P_i$ to $P_j$;
- $F_j := F_i \cup \{P_j\}$;
- $l_i := \min\{k \mid P_k \in S - F_i\}$;
- if ($l_i = i$), then call snapshot(); end if;

(* Actions on receiving a snapshot request *)

**F2:** ($P_i$ receiving Request($F_j$) from $P_j$) $\rightarrow$

- $l_i := j$;
- for every $P_f$ belonging to $F_j - F_i$, disconnect the channel $C_{i,f}$;
- $F_j := F_i \cup F_j$;
- Send a Reply($F_i$, $NET_i[1 \ldots n]$) to $P_j$;

(* Actions on receiving a snapshot response *)

**F3:** ($P_i$ receiving Reply($F_j$, $NET_j[1 \ldots n]$) from $P_j$) $\rightarrow$

- if ($F_i \neq F_j$) $\lor$ $\neg c_i$ then
  - for every $P_f$ belonging to $F_j - F_i$, disconnect the channel $C_{i,f}$;
  - $F_i := F_j \cup F_i$;
  - $c_i := \text{false}$;
- else
  - $t_i = t_i + 1/n + \sum_{P_f \in F_j} NET_j[f]$;
- end if;
- $SN_i := SN_i - \{P_j\}$;
- if $SN_i = \emptyset$ then
  - if $c_i$ then $s_i := t_i$ else call snapshot(); end if;
- end if;

(* Actions for detecting a fault when a snapshot is in progress *)

**F4:** ($P_i$ detecting $P_j$ faulty) $\land$ ($SN_i \neq \emptyset$) $\rightarrow$

- Disconnect the channel $C_{i,j}$;
- $F_j := F_i \cup \{P_j\}$;
- $c_i := \text{false}$;
- $SN_i := SN_i - \{P_j\}$;
- if $SN_i = \emptyset$ then call snapshot(); end if;

(* Snapshot-taking procedure *)

**Procedure snapshot()** (* assuming the caller is $P_i$ *)

Begin
$SN_i = S - F_i - \{P_i\}$; (* processes that will receive requests *)
\begin{align*}
\forall P_k \in SN_i, & \text{ send a } Request(F_i) \text{ to } P_k; \\
\forall P_k & \in SN_i, \text{ send a } Request(F_i) \text{ to } P_k; \\
t_i(:& = 1/n + \sum_{P_f \in F_i} NET_i[f] \\
c_i(:& = true; \\
end;
\end{align*}

Algorithm 7.8 Snapshot algorithm [20].

F1 is triggered when $P_i$ detects for the first time that a process $P_j$ is faulty and no snapshot is currently in progress. The channel from $P_i$ to $P_j$ is disconnected. Then $P_i$ elects a healthy process with least i.d. as its leader. If process $P_i$ itself is the leader, then it invokes a snapshot procedure to initiate a snapshot.

In the snapshot() procedure, first $SN_i$ is set to the set of processes to which the Request(s) are to be sent and sends a Request() to these processes. This prevents F1 from being executed until the snapshot finishes. Assuming that the current healthy process set is $S - F_i$ and this snapshot is consistent, more weight is added to $t_i$ as $P_i$ receives Reply() messages from other processes.

F2 describes $P_i$'s response on receiving a Request() message from $P_j$. $P_i$ disconnects channels to faulty processes and sends a Reply() message to $P_j$, which sent the Request() message.

The initiator of the snapshot $P_i$ waits for each $P_j$ belonging to $SN_i$ for either a Reply() coming from $P_j$ or $P_j$ being detected as faulty.

If a Reply() is received from $P_j$, F3 is executed. F3 describes $P_i$'s actions on receiving such a snapshot response. The consistency of the snapshot is checked. If the snapshot is still consistent, $t_i$ is updated. Then the barrier $SN_i$ is reduced by one. If the barrier becomes null and the snapshot is consistent, $s_i$ is updated to $t_i$. If the snapshot is not consistent, another snapshot is initiated.

The snapshot initiator $P_i$ executes F4 when it detects a process $P_j \in SN_i$, is faulty and a snapshot is in progress. Another snapshot is started only when $SN_i = \emptyset$. Such a procedure is repeated until a consistent snapshot is obtained. Because of the fail-stop model of processes, the number of healthy processes is a non-increasing function of time and eventually the procedure will terminate.

### 7.9.4 Performance analysis

If $k$ processes become faulty, at most $2k$ snapshots will be taken. Each snapshot costs at most $n - 1$ Request()s and $n - 1$ Reply()s. Thus, the message overhead due to snapshots is bounded by $4kn$.

If $M$ basic messages are issued, processes will be activated by at most $M$ times. So processes will not turn idle more than $M + n$ times. So at most $M + n$ control messages $C(x)$ will be issued.

Thus, the message complexity of the algorithm is $O(M + kn + n)$. 
The termination detection delay is bounded by $O(k+1)$. The termination detection delay is defined as the maximum number of message hops needed, after the reminination has occurred, by the algorithm to detect the termination.

### 7.10 Chapter summary

A distributed computation is terminated if every process is locally terminated and there is no message in transit between any processes. Determining if a distributed computation has terminated is a fundamental problem in distributed systems. Detection of the termination of a distributed computation is a non-trivial task since no process has complete knowledge of the global state.

A number of algorithms have been developed to detect the termination of a distributed computation. These algorithms are based on the concepts of snapshot collection, weight throwing, spanning-tree, etc. In this chapter, we described a set of representative termination detection algorithms. Brzezinski et al. developed a very general model of the termination a distributed computation where the reception of a single message may not be enough to activate a passive process. Instead, the condition of activation is more general and a passive process requires reception of a set of messages to become active. Mattern developed several algorithm for termination detection in the atomic computation model. Tseng developed a weight-throwing algorithm to detect termination in distributed systems which allows processes to fail in a fail-stop manner.

Termination detection is a fundamental problem and it finds applications at several places in distributed systems.

### 7.11 Exercises

**Exercise 7.1** Huang’s termination detection algorithm could be redesigned using a counter to avoid the need of splitting weights. Present an algorithm for termination detection that uses counters instead of weights.

**Exercise 7.2** Design a termination detection algorithm that is based on the concept of weight throwing and is tolerant to message losses. Assume that processes do not crash.

**Exercise 7.3** Termination detection algorithms assume that an idle process can only be activated on the reception of a message. Consider a system where an idle process can become active spontaneously without receiving a message. Do you think a termination detection algorithm can be designed for such a system? Give reasons for your answer.

**Exercise 7.4** Design an efficient termination detection algorithm for a system where the communication delay is zero.
Exercise 7.5  Design an efficient termination detection algorithm for a system where the computation at a process is instantaneous (that is, all processes are always in the idle state.)

7.12 Notes on references

The termination detection problem was brought to prominence in 1980 by Francez [5] and by Dijkstra and Scholten [4]. Since then, a large number of termination detection algorithms having different features and for a variety of logical system configurations have been developed. A termination detection algorithm that uses distributed snapshot is discussed in [8]. A termination detection algorithm based on weight throwing is discussed in [9]. A termination detection algorithm based on weight throwing was first developed by Mattern [13]. Dijkstra et al. [3] present a ring-based termination detection algorithm. Topor [19] adapts this algorithm to a spanning tree configuration. Chandrasekaran and Venkatesan [2] present a message optimal termination detection algorithm. Brzezinski et al. [1] define a very general model of the termination problem, introduce the concept of static and dynamic terminations, and develop algorithms to detect static and dynamic terminations. Mattern developed [12] several algorithms for termination detection for the atomic model of computation. An algorithm for termination detection under faulty processes is given by Tseng [20]. Mayo and Kearns [14,15] present efficient termination detection based on roughly synchronized clocks. Other algorithms for termination detection can be found in [6,10,11,16–18,21].

Many termination detection algorithms use a spanning tree configuration. An efficient distributed algorithm to construct a minimum-weight spanning tree is given in [7].
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8

Reasoning with knowledge

In a distributed system, processes make local decisions based on their limited view of the system state. A process learns of new facts when it receives messages from other processes, and can reason only with the additional knowledge available to it. This chapter provides a formal framework in which it is easier to understand the role of knowledge in the system, and how processes can reason with such knowledge. The first three sections are based on the book by Fagin et al. [3]. The logic of knowledge, classically termed as epistemic logic, is the formal logical analysis of reasoning about knowledge. Epistemic knowledge first received much attention from philosophers in the mid-twentieth century.

8.1 The muddy children puzzle

Consider the classical “muddy children” puzzle of Halpern and Moses [5] and Halpern and Fagin [4]. Imagine there are \( n \) children who return from playing outdoors, and \( k, k \geq 1, \) of the \( n \) children have mud on their foreheads. Let \( \Psi \) denote the fact “at least one child has a muddy forehead.” Assume that each child can see all other children and their foreheads, but not their own forehead. We also assume that the children are intelligent and truthful, and answer any question asked of them, simultaneously. We now consider two scenarios.

In Scenario A, the father who now shows up on the scene, first makes a statement announcing \( \Psi \). We assume that this announcement is heard by everyone, and that everyone is aware that the announcement is being made in their common presence. The father now repeatedly asks the children, “Do you have mud on your forehead?” The first \( k - 1 \) times that the father asks the question, all the children will say “No” and the \( k \)th time the father asks the question, the children with mud on their foreheads (henceforth, referred to as the muddy children) will all say “Yes.” This can be proved by induction on \( k \).
8.2 Logic of knowledge

8.2.1 Knowledge operators

A definition of knowledge requires the identification of an appropriate set of possible worlds (also called possible universes or possible configurations), and a family of possible relations between those worlds \([3]\). In a given global state, the possible worlds at a process denote all the global states that the process
believes may be consistent with its local state. These states are expressible as logical formulas.

Fact $\phi$ can be a primitive proposition or a formula using the usual logical connectives ($\land$, $\lor$, $\neg$) on primitive propositions, the “knowledge operator” $K$, and the “everyone knows” operator $E$. Propositional logic is adequate to cover many interesting scenarios that occur in distributed executions, although first-order and higher-order logics can also be used. The traditional semantics of knowledge, using the $K$ and $E$ operators, were first based on timed executions. Intuitively, a process $i$ that knows a fact $\phi$ is said to have knowledge $K_{i}(\phi)$, and if “every process in the system knows $\phi$,” then the system exhibits knowledge $E^{1}(\phi) = \land_{i \in N} K_{i}(\phi)$. A knowledge level of $E^{2}(\phi)$ indicates that every process knows $E^{1}(\phi)$, i.e., $E^{2}(\phi) = E(E^{1}(\phi))$. Inductively, $E^{k}(\phi) = E^{k-1}(E^{1}(\phi))$ for $k > 1$. Thus, a hierarchy of levels of knowledge $E^{j}(\phi)(j \in Z^{*})$ gets defined, where $Z^{*}$ is used to denote the set of whole numbers $\{0, 1, 2, 3, \ldots\}$. It can be seen that $E^{k+1}(\phi) \Rightarrow E^{k}(\phi)$. Each level in the hierarchy represents a different level of group knowledge among the processes.

In the limiting case, we have the $\land_{j \in Z^{*}} E^{j}(\phi)$. Informally, this knowledge of a fact $\phi$ stands for “everyone knows that everyone knows that everyone knows . . . (infinitely often) the fact $\phi$.” This limit is informally called common knowledge of $\phi$. Strictly speaking, the epistemic logic is finitary and hence does not allow such infinite conjunctions. On a more formal note, common knowledge of $\phi$, denoted as $C(\phi)$, is defined as the knowledge $X$ that is the greatest fixed point of $E(\phi \land X)$. Stated differently, common knowledge is a state of knowledge $X$ satisfying the equality, $X = E(\phi \land X)$. The theory of fixed points is quite intricate. For our purposes, it suffices if we informally view the fixed point as implying the infinite conjunction $\land_{j \in Z^{*}} E^{j}(\phi)$. Common knowledge of a fact captures the notion of everyone agreeing on the fact, and is therefore an important notion in distributed systems.

8.2.2 The muddy children puzzle again

We now revisit the muddy children puzzle. Assume there are $k$ children $m_{1}, \ldots, m_{k}$ with mud on their forehead. In this system, $E^{k-1}(\Psi)$ is true, but not $E^{k}(\Psi)$.

In Scenario A, we have the following:

- Consider $k = 1$. Here, the child with the mud on the forehead does not see any muddy child, and hence $E(\Psi)$ is false.
- Consider $k = 2$. Here, $E^{1}(\Psi)$ is true because every child can see at least one muddy child, and thus $\land_{i \in N} K_{i}(\Psi)$. However, $m_{1}$ can see only one muddy child $m_{2}$ and therefore, in some possible world, $m_{1}$ believes that at $m_{2}$, $K_{m_{2}}(\Psi)$ may be false, i.e., $\neg K_{m_{1}}K_{m_{2}}(\Psi)$, and hence $E^{2}(\Psi)$ is false.
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- Generalizing this reasoning for \( k \) muddy children, \( E^{k-1}(\Psi) \) is true because 
  \( K_{i_1} \ldots K_{i_{k-1}}(\Psi) \) is true for all instantiations of \( i_1, \ldots, i_{k-1} \). This is so because everyone can see at least \( k - 1 \) muddy children. However, \( E^k(\Psi) \) is false because \( K_{i_1} \ldots K_{i_k}(\Psi) \) is false when \( i_1 \) is instantiated by any of \( m_1, \ldots, m_k \). This is so because everyone can see \( k - 1 \) muddy children, and only the \( n - k \) clean children can see the \( k \) muddy children.

In Scenario B, the only knowledge available in the system is \( E^{k-1}(\Psi) \), and this is not enough for the children with mud on their forehead to ever respond affirmatively to the father. In order for the children with mud to be able to respond affirmatively, \( E^k(\Psi) \) needs to be true in the system so that the children can use the knowledge progressively step-by-step and answer correctly in the \( k \)th round of questioning. How was this \( E^k(\Psi) \) achievable in Scenario A? When the father announced \( \Psi \) in everyone’s common presence, he provided the system \( C(\Psi) \) and hence \( E^k(\Psi) \). Thus, every child knew \( \Psi \), and every child knew that every child knew \( \Psi \), and every child knew that every child knew that every child knew \( \Psi \), and so on. With this \( E^k(\Psi) \) being present in the system, the children could use it progressively round-by-round until, in the \( k \)th round, they could answer the father’s question correctly.

8.2.3 Kripke structures

A popular approach to defining semantics is in terms of possible worlds. This approach is formalized using Kripke structures [3].

**Definition 8.1 (Kripke structure)** A Kripke structure \( M \) for \( n \) agents and a set of primitive propositions \( \Phi \) is a tuple \( (S, \pi, K_1, \ldots, K_n) \), where the components of this tuple are as follows:

1. \( S \) is the set of all consistent states (or possible worlds), with respect to an execution.
2. \( \pi \) is an interpretation that associates a truth assignment to each primitive proposition in \( \Phi \), for each state \( s \in S \). Thus, \( \forall s \in S, \pi(s) : \Phi \to \{0, 1\} \).
3. \( K_i \) is a binary relation on \( S \) giving all the pairs of states that are indistinguishable by \( P_i \).

A Kripke structure is conveniently viewed as a graph with labeled nodes connected by labeled edges. The set of nodes is the set of states \( S \); the label of node \( s \in S \) also gives the primitive propositions that are true and false at \( s \). In our simple example, we assume that \( \Phi \) contains a single proposition. The logic can be extended to multiple propositions in a straightforward manner. The edge \( (s, t) \) is labeled by the identity of every process \( P_i \) such that \( (s, t) \in K_i \), i.e., every process \( P_i \) that cannot distinguish between states \( s \) and \( t \). We assume (for simplicity) that edges are bidirectional and that the \( K \) relations
Figure 8.1 The definitions of regular knowledge [3].

**Definition 8.2 (Regular knowledge)**

$$(M, s) \models \phi$$ if and only if $\phi$ is true in state $s$ in Kripke structure $M$, i.e., $\pi(s)(\phi) = \text{true}$.

Analogously, we can define formulae using conjunctions and negations over primitive propositions.

$$(M, s) \models K_i(\phi)$$ if and only if $\phi$, for all states $t$ such that $(s, t) \in K_i$

$$(M, s) \models E^1(\phi)$$ if and only if $(M, s) \models \bigwedge_{i \in N} K_i(\phi)$

$$(M, s) \models E^{k+1}(\phi)$$ for $k \geq 1$ if and only if $(M, s) \models \bigwedge_{i \in N} K_i(E^k(\phi))$, for $k \geq 1$

$$(M, s) \models C(\phi)$$ if and only if $(M, s) \models \bigwedge_{k \in Z^+} E^k(\phi)$

**Distributed Knowledge $D$** $(M, s) \models D(\phi)$ if and only if $(M, t) \models \phi$ for each state $t$ such that $(s, t) \in \bigcap_i K_i$

are reflexive, i.e., there is a self-loop at each node. In Section 8.2.4, the muddy children puzzle is used to illustrate the definitions and concepts of this section.

The formal definition of knowledge is now given in Figure 8.1 [3]. Here, “$\models$” denotes the “satisfaction” operator.

This definition of levels of knowledge has a very convenient and useful graph-theoretic representation, as we will illustrate for the muddy children puzzle.

**Definition 8.3 (Reachability of states)**

1. A state $t$ is reachable from state $s$ in $k$ steps if there exist states $s_0, s_1, \ldots, s_k$ such that $s_0 = s$, $s_k = t$, and for all $j \in [0, k - 1]$, there exists some $P_i$ such that $(s_j, s_{j+1}) \in K_i$.

2. A state $t$ is reachable from state $s$ if $t$ is reachable from $s$ in $k$ steps, for some $k > 1$.

Definition 8.3 defines state reachability in the Kripke structure. The following definitions of knowledge are expressed in terms of reachability of states within the Kripke structure, and can be readily seen to mirror the original definition of knowledge in Figure 8.1.

**Theorem 8.1 (Knowledge in terms of reachability of states)**

1. $(M, s) \models E^k(\phi)$ if and only if $(M, t) \models \phi$ for each state $t$ that is reachable from state $s$ in $k$ steps.

2. $(M, s) \models C(\phi)$ if and only if $(M, t) \models \phi$ for each state $t$ that is reachable from state $s$. 

8.2.4 Muddy children puzzle using Kripke structures

We now illustrate the Kripke structure for the muddy children puzzle. The definitions and concepts of the previous section will be clarified by the example.

Let us assume there are \( n = 3 \) children; and \( k = 2 \) children have mud on their forehead. Each of the eight states can be described by a boolean \( n \)-vector, where a clean child is denoted by a 0 and a child with mud on their forehead is denoted by a 1. Let us further assume that the actual state is \( (1, 1, 0) \). The Kripke structure \( M \) is illustrated in Figure 8.2(a).

In the world \( (1, 1, 0) \), each child can see that there is at least one other child who has mud on the forehead, and hence \( (M, (1, 1, 0)) \models E(\psi) \). From Theorem 8.1, it follows that \( (M, (1, 1, 0)) \models \neg E^2(\Psi) \) because the world \( (0, 0, 0) \) is 2-reachable from \( (1, 1, 0) \) and \( \Psi \) is not true in this world. Generalizing this observation in terms of Kripke structures assuming \( k \) muddy children, we have that \( E^{k-1}(\Psi) \) is true because each world reachable in \( k - 1 \) hops has at least one “1”, implying there is at least one child with a muddy forehead. However, \( E^k(\Psi) \) is false because the world \( (0, \ldots, 0) \) is reachable in \( k \) hops.

Scenario A

Fact \( \Psi \) is already known to all children in the state \( (1, 1, 0) \). Still, when the father announces \( \Psi \) in Scenario A, the state of knowledge changes. Before the father’s announcement, child 2 believes the state \( (1, 0, 0) \) possible, and in that state \( (1, 0, 0) \), child 1 considers the state \( (0, 0, 0) \) possible. After the father announces \( \Psi \), it becomes common knowledge that one child has a muddy forehead – this change in the group’s state of knowledge can be graphically depicted by deleting all the edges connecting state \( (0, 0, 0) \). After the father has announced \( \Psi \), even if one child has a muddy forehead, he will not consider the state \( (0, 0, 0) \) possible. When the father asks the question the first time and all children respond “No,” then all edges connecting to all possible worlds with a single “1” in the state tuple get deleted – this is because if there were only a single child with mud on his/her forehead,
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he/she would have answered “Yes” in response to the first question. Thus, it
is now common knowledge that there are at least two children with muddy
foreheads. Generalizing this by induction, when the father asks the question
the xth time and all children respond “No,” then all edges connecting to all
possible worlds with x or fewer than x “1”s in the state tuple get deleted –
this is because if there were only x children with mud on their forehead, they
would all have answered “Yes” in response to the xth question. It is now
common knowledge that there are at least x + 1 children with mud on their
forehead. If there are exactly x + 1 children with mud on their forehead, those
children will all answer “Yes” the (x + 1)th time the question is asked because
they can see exactly x other children with mud on their foreheads. They could
not answer “Yes” earlier because they considered a world possible in which
they did not have mud on their own forehead.

Graphically, the Kripke structure gets modified in each iteration as follows.
If in the iteration, it becomes common knowledge that world t is impossible,
then for each node s reachable from the actual state r, any edge (s, t) is
deleted. The Kripke structure shown in Figure 8.2(a) gets modified to that
shown in part (b) after the father’s announcement. That further gets modified
as shown in part (c), after the first time the question is asked and all the
children reply “No.”

Scenario B
In Scenario B, the childrens’ state of knowledge never changes and hence
the Kripke structure in Figure 8.2(a) never changes, no matter how often the
father asks the question. When the father asks the question the first time,
all children answer “No” because they each consider both worlds possible –
one in which they have mud on their forehead, and one in which they do
not. As it is common knowledge even before the father asks the question that
the answer is going to be “No,” no knowledge is added by the question or
the response. Inductively, this argument holds for each round of questioning.
Hence, the Kripke structure never changes.

8.2.5 Properties of knowledge
In a formal framework to reason about knowledge, the properties of knowledge
must also be specified formally. Although these properties can be specified with
different semantics, the most common semantics that are adequate for modeling
real distributed systems are given by the axiom system that is historically termed
as the S5 system [3]. We first characterize the formulae that are always true. A
formula ψ is valid in Kripke structure M, denoted M |= ψ, if (M, s) |= ψ, for all
s ∈ S. A formula ψ is satisfiable in M if (M, s) |= ψ, for some s ∈ S. A formula
is valid if it is valid in all structures, and it is satisfiable if it is satisfiable in some
structure. The five axioms of modal logic S5, given in Figure 8.3, are satisfied
for all formulas, all structures, and all processes.
8.3 Knowledge in synchronous systems

Classical problems such as the “muddy children” problem and the “cheating husbands” problem, which are widely used to illustrate the theory of knowledge, have been explained in the synchronous system model. The definitions and the treatment of knowledge we have seen thus far was again for synchronous systems.

Common knowledge captures the notion of agreement in distributed systems. What are the various ways by which common knowledge can be attained in a synchronous system?

- By initializing all the processes with common knowledge of the fact.
- By broadcasting the fact to every process in a round of communication, and having all the processes know that the fact is being broadcast. Each process can begin supporting common knowledge from the next round. This is the mechanism that was used by the father when he announced \( \Psi \) in the muddy children puzzle in Scenario A.
8.4 Knowledge in asynchronous systems

Here, we adapt the definitions of knowledge given in Figure 8.1 to asynchronous systems [9].

8.4.1 Logic and definitions

In the system model, the possible worlds are the consistent cuts of the set of possible executions in an asynchronous system. Let \((a, c)\) denote a cut \(c\) in an asynchronous execution \(a\). As each cut also identifies a global state, \((a, c)\) is also used to denote the state of the system after \((a, c)\). \((a, c)\), denotes the projection of \(c\) on process \(i\), and is also used to denote the state of process \(i\) after \((a, c)\). Two cuts \(c\) and \(c'\) are indistinguishable by process \(i\), denoted \((a, c) \sim_i (a', c')\), if and only if \((a, c)_i = (a', c')\). The semantics of knowledge are based on asynchronous executions, instead of timed executions.

The modal operator \(K_i(\phi)\) means “\(\phi\) is true in all possible consistent global states (cuts) that include process \(i\)’s local state.” Observe that \(K_i(\phi)\) is implicitly quantified over all consistent states over all runs, that include \(i\)’s local state. Similar meanings hold for \(E(\phi)\) and \(E^k(\phi)\), for \(k > 1\). We also define \(E^0(\phi)\) to be \(\phi\) for simplicity. Formal definitions of knowledge for asynchronous distributed systems are given in Definition 8.4.

**Definition 8.4 (Knowledge in asynchronous systems defined using consistent cuts)**

\[
\begin{align*}
(a, c) \models \phi & \text{ if and only if } (a, c) \text{ is true in cut } c \text{ of asynchronous execution } a. \\
(a, c) \models K_i(\phi) & \text{ if and only if } \forall (a', c'), ((a', c') \sim_i (a, c) \implies (a', c') \models \phi). \\
(a, c) \models E(\phi) & \text{ if and only if } (a, c) \models \phi. \\
(a, c) \models E^k(\phi) & \text{ if and only if } (a, c) \models \bigwedge_{i \in N} K_i(\phi). \\
(a, c) \models E^{k+1}(\phi) & \text{ for } k \geq 1 \text{ if and only if } (a, c) \models \bigwedge_{i \in N} K_i(E^k(\phi)), \\
& \text{ for } k \geq 1. \\
(a, c) \models C(\phi) & \text{ if and only if } (a, c) \models \text{ the greatest fixed point knowledge } X \text{ satisfying } X = E(X \land \phi). \\
& C(\phi) \text{ implies } \bigwedge_{k \in \mathbb{Z}^+} E^k(\phi).
\end{align*}
\]

As knowledge can be known by a process only in a specific local state, we also say that “\(i\) knows \(\phi\) in state \(s^i\),” denoted \(s^i \models \phi\), as a shorthand for \((\forall (a, c)) ((a, c)_i = s^i \implies (a, c) \models \phi)\). Analogously, we define \(s^i \models K_i(\phi)\) to be \((\forall (a, c)) ((a, c)_i = s^i \implies (a, c) \models K_i(\phi))\). Recall that \(\phi\) can be of the form \(E^k(\psi)\), for any fact \(\psi\).
Definition 8.5 (Learning) \([1,9]\) Process \(i\) learns \(\phi\) in state \(s_i^x\) of execution \(a\) if \(i\) knows \(\phi\) in \(s_i^y\) and, for all states \(s_i^y\) in execution \(a\) such that \(y < x\), \(i\) does not know \(\phi\).

We also say that a process attains \(\phi\) (in some state) if the process learns \(\phi\) in the present or an earlier state. A fact \(\phi\) is attained in an execution \(a\) if \(\exists c, (a, c) \models \phi\). Observe that a process cannot attain a fact before the fact is attained in an execution. This corresponds to the intuition that even though a fact becomes true in an execution, information may need to be propagated for a process to learn the fact.

Definition 8.6 (Local fact) A fact \(\phi\) is local to process \(i\) in system \(A\) if \(A \models (\phi \implies K_i\phi)\).

A fact that is not local is a global fact. The state of a process, the local clock value of a process, and the local component of the vector timestamp of an event at a process are examples of local facts. The global state of a system and the timestamp of a cut are examples of global facts.

8.4.2 Agreement in asynchronous systems

We consider the following problem: “Two processes that communicate by asynchronous message-passing need to agree on a binary value. Does there exist a protocol that they can follow to reach consensus?” Reaching consensus among a group of processes implies the attainment of common knowledge among that group of processes. We first consider a system where communication is not reliable, implying that messages may be lost in transit.

Theorem 8.2 There does not exist any protocol for two processes to reach common knowledge about a binary value in an asynchronous message-passing system with unreliable communication.

An informal argument is as follows. Without loss of generality, we assume that the fact is true at \(P_i\), and the processes \(P_i\) and \(P_j\) follow a protocol in which they send messages to each other serially. Thus, \(P_i\) first sends a message \(M\) to \(P_j\) informing it of the fact, and because communication is not reliable, \(P_i\) needs an acknowledgement \(ACK_1\) back to know that \(P_j\) has received the message. But then, \(P_j\) does not know whether \(P_i\) has received the acknowledgement \(ACK_1\). Hence, it does not know whether or when \(P_i\) will begin supporting the common knowledge, and hence it itself cannot begin supporting the common knowledge. Therefore, \(P_i\) needs to send back an acknowledgement \(ACK_2\) to \(P_j\) to acknowledge the receipt of \(ACK_1\). However, \(P_i\) now needs an acknowledgement of the delivery of \(ACK_2\), similar to its need for an acknowledgement for \(M\). This is a non-terminating argument, and hence this protocol will not work to achieve common knowledge.
More generally, let there exist a protocol with \( k \) messages being sent between \( P_i \) and \( P_j \), and let this be the minimal protocol in the sense of using the minimum number of messages. Then, the sender of the last message asserts common knowledge of the fact even if it does not know whether the message was delivered. Hence, the \( k \)th message is redundant, which implies there is a protocol with \( k - 1 \) messages to attain common knowledge. This contradicts the assumption that the minimal protocol requires \( k \) messages. Hence, such a protocol does not exist. Using similar reasoning, we also have the following similar impossibility result for reliable asynchronous systems.

**Theorem 8.3** There does not exist any protocol for two processes to reach common knowledge about a binary value in a reliable asynchronous message-passing system without an upper bound on message transmission times.

Furthermore, even though the upper bound on message transmission time can be guaranteed, a process does not know when to support the common knowledge and hence requires an acknowledgement, and the sender of that acknowledgement will itself require an acknowledgement, and so on.

### 8.4.3 Variants of common knowledge

Common knowledge captures the notion of agreement among the processes, and hence attaining common knowledge is a fundamental problem in distributed systems. Common knowledge requires the notion of simultaneity of action across the processes. The instantaneous simultaneity attained by tightly synchronized clocks has some margin of error. Given the impossibility of achieving simultaneity, and hence of attaining common knowledge in reliable asynchronous systems, what hope is there? Fortunately, there are weaker versions of common knowledge that can be substituted for regular common knowledge, and these are described below [9].

**Epsilon common knowledge**

This form of common knowledge corresponds to the processes reaching agreement within \( \epsilon \) time units. This definition implicitly assumes timed runs as it is not possible to exactly define time units in an asynchronous system. This common knowledge is defined using \( E^\epsilon \) which denotes “everyone knows within a time duration of \( \epsilon \) units.” Epsilon common knowledge \( C^\epsilon(\phi) \) is the greatest fixed point of \( X = E^\epsilon(\phi \land X) \), where \( X \) is the free variable in the greatest fixed-point operator.

**Eventual common knowledge**

This form of common knowledge corresponds to the processes reaching agreement at some (not necessarily consistent) global state in the execution.
$E^\circ$ denotes “everyone will eventually know (at some point in their execution).” Eventual common knowledge $C^\circ(\phi)$ is the greatest fixed point of $X = E^\circ(\phi \land X)$.

**Timestamped common knowledge**
This form of common knowledge corresponds to the processes reaching agreement at local states having the same local clock value. It is applicable to asynchronous systems. Let $K^T_i(\phi)$ denote the fact that process $i$ knows $\phi$ at local clock value $T$. Then $E^T(\phi) = \bigwedge_i K^T_i(\phi)$ and timestamped common knowledge $C^T(\phi)$ is the greatest fixed point of $X = E^T(\phi \land X)$. If it is common knowledge that all clocks are always perfectly synchronized, then timestamped common knowledge is equivalent to regular common knowledge.

**Concurrent common knowledge**
This form of common knowledge corresponds to the processes reaching agreement at local states that belong to a consistent cut. When a process $P_i$ attains concurrent common knowledge of a fact $\phi$, it also knows that each other process $P_j$ has also attained the same concurrent common knowledge in its local state which is consistent with $P_i$’s local state.

This form of knowledge is applicable to asynchronous systems and is the most popular form of common knowledge in real systems. Hence, we define it in detail below, and give four protocols for attaining such common knowledge. Here, we note that this variant of common knowledge is incomparable with $C^\epsilon$, $C^\circ$, and $C^T$.

### 8.4.4 Concurrent common knowledge

Concurrent common knowledge is based on the notion of the various processes attaining the common knowledge on a consistent cut [9]. The possibly operator\(^1\) $P_i$ in conjunction with the $K_i$ operator is used to formally define such knowledge. $P_i(\phi)$ means “$\phi$ is true in some consistent state in the same asynchronous run, that includes process $i$’s local state.” $E^C(\phi)$ is defined as $\bigwedge_{i \in \mathbb{N}} K_i(P_i(\phi))$. $E^C(\phi)$ means that every process at the (given) cut knows only that $\phi$ is true in some cut that is consistent with its own local state. By induction, similar meanings can be assigned for higher levels of knowledge. The formal definition of levels of concurrent knowledge $E^C$ is as shown in Definition 8.7.

\(^1\) The notation $P_i$ for this operator is not to be confused with $P_i$ used to denote process $i$. Also, the semantics of this operator is different from the Possibly modality defined on global predicates.
Definition 8.7  (Concurrent knowledge for asynchronous distributed systems) [7,9]

\[(a, c) \models \phi \text{ if and only if } \phi \text{ is true in cut } c \text{ of execution } a.\]

\[(a, c) \models K_i(\phi) \text{ if and only if } \forall (a', c'), ((a', c') \sim_i (a, c) \implies (a', c') \models \phi).\]

\[(a, c) \models P_i(\phi) \text{ if and only if } \exists (a, c'), ((a, c') \sim_i (a, c) \land (a, c') \models \phi).\]

\[(a, c) \models E^c(\phi) \text{ if and only if } (a, c) \models \phi.\]

\[(a, c) \models E^{c+1}(\phi) \text{ if and only if } (a, c) \models \bigwedge_{i \in N} K_i P_i(\phi).\]

\[(a, c) \models E^{c+k}(\phi) \text{ for } k \geq 1 \text{ if and only if } (a, c) \models \bigwedge_{i \in N} K_i P_i(E^c(\phi)), \text{ for } k \geq 1.\]

\[(a, c) \models C^c(\phi) \text{ if and only if } (a, c) \models \text{the greatest fixed point knowledge } X \text{ satisfying } X = E^c(X \land \phi).\]

\[C^c(\phi) \text{ implies } \bigwedge_{k \in \mathbb{Z}^+}(E^c)^k(\phi).\]

The concurrent knowledge definitions are weaker than the corresponding knowledge definitions in Definition 8.4. But for a local, stable fact, and assuming other processes learn the fact via message chains, it can be seen that the two definitions become equivalent [1,7,9].

If concurrent common knowledge \(C^c(\phi)\) is attained at a consistent cut, then (informally speaking) each process at its local cut state knows that “in some state consistent with its own local cut state, \(\phi\) is true and that all other process know all this same knowledge (described within quotes).”

Concurrent common knowledge is a necessary and sufficient condition for performing concurrent actions in asynchronous distributed systems, analogous to simultaneous actions and common knowledge in synchronous systems. The form of knowledge underlying many existing protocols involves processes reaching agreement about some property of a consistent global state, defined using logical time and causality, and can be easily understood in terms of concurrent common knowledge.

Global snapshot algorithms (Chapter 4) can be run concurrently with the underlying computation and can be used to achieve concurrent common knowledge. Snapshot algorithms typically require \(|L|\) messages and \(d\) time steps, where \(d\) is the diameter of the network. More message-efficient snapshot algorithms that need only \(O(|N|)\) messages use certain forms of computation inhibition [2] – local or global inhibition, and send inhibition and/or receive inhibition based on network characteristics such as availability of FIFO channels – to reduce the number of messages needed to take a snapshot. Nevertheless, each snapshot requires at least \(O(|N|)\) messages and possibly inhibitory delay as overhead.

Specifically, concurrent common knowledge can be attained in an asynchronous system, as shown by the protocols in Algorithms 8.1–8.4. In these protocols, each process \(P_i\) must attain \(C^c(\phi)\) on a consistent cut, (i) by learning
$\phi$, and (ii) by learning that each other process $P_j$ will also attain that exact state of knowledge in a local state that is consistent with $P_i$’s local state in which $P_i$ attains $C^C(\phi)$.

**Snapshot-based algorithm**

Protocol 1 (Algorithm 8.1) is a form of a global snapshot algorithm, where each process knows that all processes are participating in the same algorithm. It can also be viewed as a variant of the distributed asynchronous breadth-first search algorithm (seen in Chapter 5). Observe that the set of states denoted as cut state at each process, and at which the processes begin supporting $C^C(\phi)$, indeed form a consistent set of states.

**Complexity**

Protocol 1 uses $2l$ messages and a time complexity equal to the diameter of the network.

**Three-phase send-inhibitory algorithm**

Protocol 2 (Algorithm 8.2) has three phases and uses send-inhibition. It also assumes that the predicate $\phi$ that becomes true when the protocol is initiated remains true for the duration of the protocol. Observe that send inhibition is necessary to ensure that the set of cut states at which the processes begin supporting $C^C(\phi)$ are consistent. A process $P_i$ does not send any message between receiving the PREPARE and sending the CUT (when it reaches its cut state), and receiving the RESUME control message. Any message sent by $P_i$ after receiving the RESUME message will necessarily be received by any other process $P_j$ after $P_j$ has reached its cut state. Hence the cut states are guaranteed to be consistent with each other.

---

**Protocol 1 (Snapshot-based algorithm)**

1. At some time when the initiator $I$ knows $\phi$:
   - it sends a marker $MARKER(I, \phi, CCK)$ to each neighbor $P_j$, and atomically reaches its cut state.
2. When a process $P_i$ receives for the first time, a message $MARKER(I, \phi, CCK)$ from a process $P_j$:
   - process $P_i$ forwards the message to all of its neighbors except $P_j$, and atomically reaches its cut state.

**Algorithm 8.1** Snapshot-based protocol to attain concurrent common knowledge. A process attains $C^C(\phi)$ when it reaches its cut state.
Protocol 2 (Three-phase send-inhibitory algorithm).

(1) At some time when the initiator $I$ knows $\phi$:
   - it sends a marker $\text{PREPARE}(I, \phi, CCK)$ to each process $P_j$.

(2) When a (non-initiator) process receives a marker $\text{PREPARE}(I, \phi, CCK)$:
   - it begins send-inhibition for non-protocol events;
   - it sends a marker $\text{CUT}(I, \phi, CCK)$ to the initiator $I$;
   - it reaches its cut state at which it attains $C^C(\phi)$.

(3) When the initiator $I$ receives a marker $\text{CUT}(I, \phi, CCK)$ from each other process:
   - the initiator reaches its cut state;
   - it sends a marker $\text{RESUME}(I, \phi, CCK)$ to all other processes.

(4) When a (non-initiator) process receives a marker $\text{RESUME}(I, \phi, CCK)$:
   - it resumes sending its non-protocol messages that had been inhibited in step 2.

Algorithm 8.2 Three-phase send-inhibitory protocol to attain concurrent common knowledge. A process attains $C^C(\phi)$ when it reaches its cut state.

Complexity
Protocol 2 uses $3(n-1)$ messages and a time complexity of three message hops. However, it is send-inhibitory and requires FIFO channels.

The three-phase send-inhibitory tree algorithm
Protocol 3 (Algorithm 8.3) is a variant of protocol 2. It uses a (Broadcast – Convergecast – Broadcast) sequence on a spanning tree (ST) on the network topology to record the global state along a consistent cut.

Complexity
This message-send inhibitory algorithm requires a total of $3(n-1)$ messages and works in a system with non-FIFO channels.

Inhibitory ring algorithm
Protocol 4 (Algorithm 8.4) assumes that a logical ring is superimposed on the network topology. Each process records its cut state when it receives the $\text{CUT}$ message, and begins send-inhibition. Therefore a process can infer $(E^C)^i(\phi)$ (for any $i$) is attained by processes along a consistent cut including the current local state.
**Complexity**

This message-send inhibitory algorithm requires $2n$ messages, and works in a system with FIFO channels. The time complexity is $2n$ hops.

Algorithms such as the above variants of the classical snapshot algorithm require at least $O(l)$ messages, or $O(n)$ messages and varying degrees of message inhibition each time there is a need to achieve concurrent knowledge of some fact.

---

**Protocol 3 (Three-phase send-inhibitory tree algorithm)**

**Phase I (broadcast)** The root initiates $PREPARE$ control messages down the ST (spanning tree); when a process receives such a message, it inhibits computation message sends and propagates the received control message down the ST.

**Phase II (convergecast)** A leaf node initiates this phase after it receives the $PREPARE$ control message broadcast in phase I. The leaf reaches and records its cut state, and sends a $CUT$ control message up the ST. An intermediate (and the root) node reaches and records its cut state when it receives such a $CUT$ control message from each of its children, and then propagates the control message up the ST.

**Phase III (broadcast)** The root initiates a broadcast of a $RESUME$ control message down the ST after phase II terminates. On receiving such a $RESUME$ message, a process resumes inhibited computation message send activity and propagates the control message down the ST.

**Algorithm 8.3** Three-phase send-inhibitory tree protocol to attain concurrent common knowledge. A process attains $C^c(\phi)$ when it reaches its cut state.

---

**Protocol 4 (Send-inhibitory ring algorithm)**

1. Once a fact $\phi$ about the system state is known to some process, the process atomically reaches its cut state and begins supporting $C^c(\phi)$, begins send inhibition, and sends a control message $CUT(\phi)$ along the ring.

2. This $CUT(\phi)$ message announces $\phi$. When a process receives the $CUT(\phi)$ message, it reaches its cut state and begins supporting $C^c(\phi)$, begins send inhibition, and forwards the message along the ring.

3. When the initiator gets back $CUT(\phi)$, it stops send inhibition, and forwards a $RESUME$ message along the ring.

4. When a process receives the $RESUME$ message, it stops send-inhibition, and forwards the $RESUME$ message along the ring. The protocol terminates when the initiator gets back the $RESUME$ it initiated.

**Algorithm 8.4** Send-inhibitory ring protocol to attain concurrent common knowledge. A process attains $C^c(\phi)$ when it reaches its cut state.
8.5 Knowledge transfer

Formalizing how processes learn facts is done by relating knowledge gain to message chains in the execution [1].

Definition 8.8 (Message chain) A message chain in an execution is a sequence of messages $\langle m_0, m_0, m_0^{-1}, \ldots, m_0^k \rangle$ such that for all $0 < j \leq k$, $m_j$ is sent by process $i_j$ to process $i_{j-1}$ and receive($m_j$) $\prec$ send($m_{j-1}$). A message chain identifies the corresponding process chain $\langle i_0, i_1, \ldots, i_{k-2}, i_{k-1}, i_k \rangle$.

Definition 8.8 adopts the convention that a process chain lists the processes in an order which is the reverse of the order in which they send the messages in the corresponding message chain. Furthermore, a process chain includes the recipient of the last message sent in the corresponding message chain, and this is the first process in the process chain. A message chain with $k$ messages thus identifies a process chain with $k + 1$ processes. Knowledge can be transferred among processes only if a process chain exists among those processes. If $\phi$ is false in an execution and later $P_1$ knows that $P_2$ knows that $P_k$ knows $\phi$, then there must exist a process chain $\langle i_1, i_2, \ldots, i_k \rangle$.

In the system model used thus far, $(a, c)_i$ denotes the projection of $c$ on process $i$, and is also used to denote the state of process $i$ after $(a, c)$. Two cuts $c$ and $c'$ are indistinguishable by process $i$, denoted $(a, c) \sim_i (a', c')$, if and only if $(a, c)_i = (a', c')_i$. In the interleaving model of the distributed system execution, wherein all the events at the different processes are interleaved to form a global total order, the indistinguishability of different views can be expressed using isomorphism of executions. In the following explanation, we assume $x, y, z$ denote executions or execution prefixes in the interleaving model. We let $x_p$ denote the projection of execution $x$ on process $p$.

Definition 8.9 (Isomorphism of executions) [1]

1. For all executions $x$ and $y$, relation $x[p]y$ is defined to be true if and only if $x_p = y_p$.
2. For all executions $x$ and $y$ and a process group $G$, relation $x[G]y$ is defined to be true if and only if, for all $p \in G$, $x_p = y_p$.
3. Let $G_i$ be process group $i$ and let $k > 1$. Then, $x[G_0, G_1, \ldots, G_k]z$ if and only if $x[G_0, G_1, \ldots, G_{k-1}]y$ and $y[G_k]z$.

Two executions are isomorphic with respect to a group of processes if and only if none of the processes in the group can distinguish between the two executions. For Definition 8.9(1) and (2), drawing an analogy with Kripke structures (Definition 8.1), the edges connecting two state nodes (which would correspond to the states after executions $x$ and $y$) are labeled by all the processes that cannot distinguish between the two states. Thus, for all $i$
such that \((x, y) \in \mathcal{K}_i\), the edge connecting \((x, y)\) is labeled with \(P_i\). For Definition 8.9(3), analogously in Kripke structures (Definition 8.1), the set of states reachable from \(x\) in \(k\) steps, denoted \(z\), can be expressed in terms of the set of states reachable from \(x\) in \(k - 1\) steps, denoted \(y\), and the set of states \(z\) reachable from states in \(y\) in one step. The definition of isomorphism of executions allows an alternate way of reasoning with local views of processes, tailored more for asynchronous distributed computing systems. When a message is received in an execution, the set of executions that are isomorphic can only decrease because now executions that do not contain the corresponding send event can be ruled out. The knowledge operator in the interleaving model is defined as follows \([1]\).

**Definition 8.10 (Knowledge operator in the interleaving model)** \(p\) knows \(\phi\) at execution \(x\) if and only if, for all executions \(y\) such that \(x \mathbin{\langle \text{or} \rangle} y\), \(\phi\) is true at \(y\).

Theorem 8.3 formally shows in the interleaving model that knowledge is gained sequentially \([1]\).

**Theorem 8.3 (Knowledge transfer)** For process groups \(G_1, \ldots, G_k\), and executions \(x\) and \(y\), \((K_{G_1} K_{G_2} \cdots K_{G_k} (\phi))\) at \(x\) and \(x[G_1, \ldots, G_k]y\) \(\implies\) \(K_{G_k} (\phi)\) at \(y\).

The theorem can be shown to be true by induction on \(k\), along the lines of the following argument. For \(k = 1\), the result is straightforward. Assume the induction hypothesis for \(k - 1\). For \(k\), we can infer there exists some \(z\) such that \(x[G_1, \ldots, G_{k-1}]z\) and \(z[G_k]y\). From \(K_{G_1} K_{G_2} \cdots K_{G_{k-1}}[K_{G_k} (\phi)]\) at \(x\), and from the induction hypothesis, it can be inferred that \(K_{G_{k-1}}[K_{G_k} (\phi)]\) at \(z\). Hence, \(K_{G_k} (\phi)\) at \(z\). As \(z[G_k]y\), \(K_{G_k} (\phi)\) at \(y\).

In terms of Kripke structures, Theorem 8.3 states that there is a path from state node \(x = s_0\) to state node \(y = s_k\), via state nodes \(s_1, s_2, \ldots, s_{k-1}\), such that the \(k\) edges \((s_i, s_{i+1})\), \(0 \leq i \leq k - 1\), on the path are labeled by \(G_{i+1}\).

Theorem 8.4 formalizes the observation that there must exist a message chain \(\langle m_{i_k}, m_{i_{k-1}}, m_{i_{k-2}}, \ldots, m_{i_1} \rangle\) in order that a fact \(\phi\) that becomes known to \(P_k\) after execution prefix \(x\) of \(y\), leads to the state of knowledge \(K_1 K_2 \cdots K_k (\phi)\) after execution \(y\) \([1]\).

**Theorem 8.4 (Knowledge gain theorem)** For processes \(P_1, \ldots, P_k\), and executions \(x\) and \(y\), where \(x\) is a prefix of \(y\), let

- \(\neg K_k (\phi)\) at \(x\) and \(K_1 K_2 \cdots K_k (\phi)\) at \(y\).

Then there is a process chain \(\langle i_1, \ldots, i_{k-1}, i_k \rangle\) in \((x, y)\).
8.6 Knowledge and clocks

We assume all facts are timestamped (physically or logically) by the time of their becoming true and by the process at which they became true. A full-information protocol (FIP) is a protocol in which a process piggybacks all the knowledge it has on outgoing messages, and in which a process adds to its knowledge all the knowledge that is piggybacked on any message it receives [4]. Thus, knowledge always increases when a message is received. The amount of knowledge would keep increasing as the execution proceeds, which may not make FIP protocols a practical way to distribute knowledge.

Facts can always be appropriately encoded as integers. Monotonic facts are facts about a property that keep increasing monotonically (e.g., the latest time of taking a checkpoint at a process). By using a mapping between logical clocks and monotonic facts, information about the monotonic facts can be communicated between processes using logical clock values piggybacked on messages. Being monotonic, all earlier facts can be inferred from the fixed amount of information that is maintained and piggybacked on messages. As a specific example, the vector clock $Clk[i][j]$ indicates the local time at each process $P_j$, and implicitly that all lower clock values at $P_j$ have occurred. With appropriate encoding, facts about a monotonic property can be represented using vector clocks.

Matrix clocks [6–8,10–12] are an extension of the idea behind vector clocks and contain information about other processes’ views of the system execution. A matrix clock is an array of size $n \times n$. Matrix clocks are used to design distributed database protocols [6], fault-tolerant protocols, and protocols to discard obsolete information in distributed databases [11]. They are also used to solve the distributed dictionary and distributed log problems [12]. The rules that process $P_i$ executes atomically to maintain its matrix clock using the matrix clock protocol are given in Algorithm 8.5.

Vector clocks can be thought of as imparting knowledge to a process: when $Clk[i] = x$ at process $h$, process $h$ knows that process $i$ has executed at least $x$ events. Matrix clocks impart one more level of knowledge: when $Clk[i][j] = x$ at process $h$, process $h$ knows that process $i$ knows that process $j$ has executed at least $x$ events.

1. The $j$th row of the matrix clock at process $P_i$, indicated by $Clk[i][j]$, gives the latest vector clock value of $P_j$’s clock, as known to $P_i$.
2. The $j$th column of the matrix clock at process $P_i$, indicated by $Clk[i][j]$, gives the latest scalar clock values of process $P_j$, i.e., $Clk[j][j]$, as known to each process in the system.
int Clki[1... n, 1... n]

MC0: Clki[j, k] is initialized to 0 for all j and k

MC1: Before process i executes an internal event, it does the following:

\[ Clki[i, i] = Clki[i, i] + 1 \]

MC2: Before process i executes a send event, it does the following:

\[ Clki[i, i] = Clki[i, i] + 1 \]

Send message timestamped by Clki.

MC3: When process i receives a message with timestamp T from process j, it does the following:

\[ (k \in N) Clk[i, k] = \max(Clki[i, k], T[j, k]) \]

\[ (l \in N \setminus \{i\}) (k \in N), \quad Clki[l, k] = \max(Clki[l, k], T[l, k]) \]

\[ Clki[i, i] = Clki[i, i] + 1 \]

deliver the message.

Algorithm 8.5 Matrix clocks.

For a vector clock \( Clki \), the \( j \)th entry \( Clki[j] \) represents the knowledge \( K_i K_j (\phi_j) \), where \( \phi_j \) is the local component of process \( P_j \)’s clock. For a matrix clock \( Clki \), the \( (j, k) \)th entry \( Clki[j, k] \) represents the knowledge \( K_i K_j K_k (\phi_k) \), where \( \phi_k \) is the local component \( Clkk \) of process \( P_k \)’s clock [7,8].

Vector and matrix clocks are convenient because they are updated without sending any additional messages; knowledge is imparted via the inhibition-free ambient message-passing that (i) eliminates protocol messages by using piggybacking, and (ii) diffuses the latest knowledge using only messages, whenever sent, by the underlying execution.

Observe that the vector clock at a process provides knowledge \( E^0(\phi) \), where \( \phi \) is a property of the global state (namely, the local scalar clock value of each process). Analogously, observe that a matrix clock at a process \( P_j \) gives the knowledge

\[ K_j(E^1(\phi)) = K_j(\bigwedge_{i \in N} K_i(\phi)) \]

where \( \phi \) is a property of the global state, namely, the local scalar clock value of each process.

8.7 Chapter summary

Processes in a distributed system can reason only with the partial view they have of the computation. The knowledge at a process is based on the values of its variables and any messages received by the process. The chapter
first discussed the role of knowledge by using the muddy children puzzle of Halpern and Moses [5]. To formalize the role of knowledge, several knowledge operators – $E$ (every process knows), $K$ (the process knows), and $C$ (common knowledge) – were introduced. Kripke structures were introduced to formalize these semantics in terms of possible worlds. The muddy children puzzle was recast in terms of the more formal Kripke structures.

The definitions of knowledge in synchronous systems and in asynchronous systems were then studied. The fundamental result that common knowledge cannot be attained in an error-free message-passing asynchronous system was then examined. Four weaker versions of common knowledge – epsilon common knowledge, eventual common knowledge, timestamped common knowledge, and concurrent common knowledge – that are achievable in asynchronous systems were then examined. Concurrent common knowledge underlies most of the protocols in asynchronous systems. Several algorithms to achieve concurrent common knowledge were then studied – the snapshot based algorithm, a three-phase send-inhibitory algorithm, an algorithm that use the tree overlay, and one algorithm that uses a logical ring. A section on how processes learn new information (viz, gain new knowledge) considered knowledge transfer and knowledge gain in terms of process chains and isomorphism of execution views. Finally, the relationship between the level of knowledge in message-passing asynchronous systems and size of matrix logical clocks was studied.

### 8.8 Exercises

**Exercise 8.1** In the muddy children puzzle (Section 8.1), if $\Psi = \{\text{At most } k \text{ children have mud on the forehead}\}$, will the muddy children be able to identify themselves? If yes, in how many rounds of questioning? If not, why not? Analyze this scenario in detail.

**Exercise 8.2** There are two black hats and two white hats. One of these hats is hidden away and the color of this hat is not known to anybody. The remaining three hats are placed on the heads of three persons A, B, and C in such a way that none of the persons knows the color of the hat placed on his/her head. Draw a Kripke structure that describes this situation.

**Exercise 8.3** In a failure-free asynchronous message-passing system of $n$ processes, process $P_i$ learns a fact $\phi$.

1. Devise a simple non-inhibitory protocol using a logical ring along which to pass control messages to achieve the following, and justify your answers. Use timing diagrams to illustrate your answers.
   (a) A protocol to attain $E^2(\phi)$ in the system.
   (b) A protocol so that each process knows $E^2(\phi)$.

2. What is the earliest global time at which all processes know that everyone knows $E^2(\phi)$? How can all the processes know about this time?
Exercise 8.4 In Theorem 8.3, assume that there exists an upper bound on message transmission times. Which (if any) variant of common knowledge can hold in the system? Please state your assumptions clearly to justify the reasoning used in your answer.

Exercise 8.5 Consider the matrix clocks given in Algorithm 8.5. At any point in time after the execution of atomic steps MC0, MC1, MC2, or MC3, what is the minimum number of entries among the \( n^2 \) entries of \( Clk_i \) that are guaranteed to be replicas of other entries in \( Clk_i \)? Identify the exact set(s) of elements of the array \( Clk_i \) that will necessarily be identical.

Exercise 8.6 Prove the following. For the equalities, you need to prove the implication in both directions. For each part, first prove the results using the interleaving model, and then prove the results using the partial order model.

(a) \( K_i \neg \phi \) implies that \( \neg K_i \phi \).
(b) \( K_i \phi \lor \neg K_i \phi \).
(c) \( K_i \phi \lor K_i \neg \phi \) if \( \phi \) is a constant.
(d) \( K_i \phi \land K_i \psi = K_i(\phi \land \psi) \).
(e) \( K_i \phi \lor K_i \psi = K_i(\phi \lor \psi) \).
(f) \( K_i(\neg K_i \phi) = \neg K_i \phi \).

8.9 Notes on references

The muddy children example is taken from Halpern and Moses [5] and Halpern and Fagin [4]. The discussions on Kripke structures, S5 modal logic, and the definitions of regular knowledge and (regular) common knowledge in synchronous systems (Figure 8.1) are based on an excellent text by Fagin et al. [3]. The discussion on local facts, learning, knowledge transfer, and isomorphisms is based on the work by Chandy and Misra [1]. The results (Theorems 8.1 and 8.2) on agreement in asynchronous message-passing systems appear to be folklore. The notion of inhibition was formalized by Critchlow and Taylor [2]. Concurrent common knowledge and protocols to attain it for asynchronous systems were formalized by Panangaden and Taylor [9]. The definitions of epsilon, eventual, and timestamped common knowledge for asynchronous systems are also based on [9]. The definition of knowledge for asynchronous systems (Definition 8.4) is based on Kshemkalyani [7,8]. Matrix clocks are first used by Krishnakumar and Bernstein [6], Wuu and Bernstein [12], and Sarin and Lynch [11], and also studied by Ruget [10]. The relationship between clocks of various dimensions and knowledge was formalized by Kshemkalyani [7,8].

References


9.1 Introduction

Mutual exclusion is a fundamental problem in distributed computing systems. Mutual exclusion ensures that concurrent access of processes to a shared resource or data is serialized, that is, executed in a mutually exclusive manner. Mutual exclusion in a distributed system states that only one process is allowed to execute the critical section (CS) at any given time. In a distributed system, shared variables (semaphores) or a local kernel cannot be used to implement mutual exclusion. Message passing is the sole means for implementing distributed mutual exclusion. The decision as to which process is allowed access to the CS next is arrived at by message passing, in which each process learns about the state of all other processes in some consistent way. The design of distributed mutual exclusion algorithms is complex because these algorithms have to deal with unpredictable message delays and incomplete knowledge of the system state. There are three basic approaches for implementing distributed mutual exclusion:

1. Token-based approach.
3. Quorum-based approach.

In the token-based approach, a unique token (also known as the PRIVILEGE message) is shared among the sites. A site is allowed to enter its CS if it possesses the token and it continues to hold the token until the execution of the CS is over. Mutual exclusion is ensured because the token is unique. The algorithms based on this approach essentially differ in the way a site carries out the search for the token. In the non-token-based approach, two or more successive rounds of messages are exchanged among the sites to determine which site will enter the CS next. A site enters the critical section (CS) when an assertion, defined on its local variables, becomes true. Mutual exclusion is enforced because the assertion becomes true only at one site at any given time. In the quorum-based approach, each site requests permission to execute
the CS from a subset of sites (called a quorum). The quorums are formed in such a way that when two sites concurrently request access to the CS, at least one site receives both the requests and this site is responsible to make sure that only one request executes the CS at any time.

In this chapter, we describe several distributed mutual exclusion algorithms and compare their features and performance. We discuss relationship among various mutual exclusion algorithms and examine trade-offs among them.

9.2 Preliminaries

In this section, we describe the underlying system model, discuss the requirements that mutual exclusion algorithms should satisfy, and discuss what metrics we use to measure the performance of mutual exclusion algorithms.

9.2.1 System model

The system consists of $N$ sites, $S_1, S_2, \ldots, S_N$. Without loss of generality, we assume that a single process is running on each site. The process at site $S_i$ is denoted by $p_i$. All these processes communicate asynchronously over an underlying communication network. A process wishing to enter the CS requests all other or a subset of processes by sending REQUEST messages, and waits for appropriate replies before entering the CS. While waiting the process is not allowed to make further requests to enter the CS. A site can be in one of the following three states: requesting the CS, executing the CS, or neither requesting nor executing the CS (i.e., idle). In the “requesting the CS” state, the site is blocked and cannot make further requests for the CS. In the “idle” state, the site is executing outside the CS. In the token-based algorithms, a site can also be in a state where a site holding the token is executing outside the CS. Such state is refereed to as the idle token state. At any instant, a site may have several pending requests for CS. A site queues up these requests and serves them one at a time.

We do not make any assumption regarding communication channels if they are FIFO or not. This is algorithm specific. We assume that channels reliably deliver all messages, sites do not crash, and the network does not get partitioned. Some mutual exclusion algorithms are designed to handle such situations. Many algorithms use Lamport-style logical clocks to assign a timestamp to critical section requests. Timestamps are used to decide the priority of requests in case of a conflict. The general rule followed is that the smaller the timestamp of a request, the higher its priority to execute the CS.
We use the following notation: \( N \) denotes the number of processes or sites involved in invoking the critical section, \( T \) denotes the average message delay, and \( E \) denotes the average critical section execution time.

### 9.2.2 Requirements of mutual exclusion algorithms

A mutual exclusion algorithm should satisfy the following properties:

1. **Safety property** The safety property states that at any instant, only one process can execute the critical section. This is an essential property of a mutual exclusion algorithm.

2. **Liveness property** This property states the absence of deadlock and starvation. Two or more sites should not endlessly wait for messages that will never arrive. In addition, a site must not wait indefinitely to execute the CS while other sites are repeatedly executing the CS. That is, every requesting site should get an opportunity to execute the CS in finite time.

3. **Fairness** Fairness in the context of mutual exclusion means that each process gets a fair chance to execute the CS. In mutual exclusion algorithms, the fairness property generally means that the CS execution requests are executed in order of their arrival in the system (the time is determined by a logical clock).

The first property is absolutely necessary and the other two properties are considered important in mutual exclusion algorithms.

### 9.2.3 Performance metrics

The performance of mutual exclusion algorithms is generally measured by the following four metrics:

- **Message complexity** This is the number of messages that are required per CS execution by a site.

- **Synchronization delay** After a site leaves the CS, it is the time required and before the next site enters the CS (see Figure 9.1). Note that normally one or more sequential message exchanges may be required after a site exits the CS and before the next site can enter the CS.

- **Response time** This is the time interval a request waits for its CS execution to be over after its request messages have been sent out (see Figure 9.2). Thus, response time does not include the time a request waits at a site before its request messages have been sent out.

- **System throughput** This is the rate at which the system executes requests for the CS. If \( SD \) is the synchronization delay and \( E \) is the average critical section execution time, then the throughput is given by the following equation:

\[
\text{System throughput} = \frac{1}{(SD + E)}.
\]
Generally, the value of a performance metric fluctuates statistically from request to request and we generally consider the average value of such a metric.

**Low and high load performance**

The load is determined by the arrival rate of CS execution requests. Performance of a mutual exclusion algorithm depends upon the load and we often study the performance of mutual exclusion algorithms under two special loading conditions, viz., “low load” and “high load.” Under *low load* conditions, there is seldom more than one request for the critical section present in the system simultaneously. Under *heavy load* conditions, there is always a pending request for critical section at a site. Thus, in heavy load conditions, after having executed a request, a site immediately initiates activities to execute its next CS request. A site is seldom in the idle state in heavy load conditions. For many mutual exclusion algorithms, the performance metrics can be computed easily under low and heavy loads through a simple mathematical reasoning.

**Best and worst case performance**

Generally, mutual exclusion algorithms have best and worst cases for the performance metrics. In the best case, prevailing conditions are such that a performance metric attains the best possible value. For example, in most
mutual exclusion algorithms the best value of the response time is a round-trip message delay plus the CS execution time, \(2T + E\). Often for mutual exclusion algorithms, the best and worst cases coincide with low and high loads, respectively. For examples, the best and worst values of the response time are achieved when load is, respectively, low and high; in some mutual exclusion algorithms the best and the worse message traffic is generated at low and heavy load conditions, respectively.

### 9.3 Lamport’s algorithm

Lamport developed a distributed mutual exclusion algorithm (Algorithm 9.1) as an illustration of his clock synchronization scheme [12]. The algorithm is fair in the sense that a request for CS are executed in the order of their timestamps and time is determined by logical clocks. When a site processes a request for the CS, it updates its local clock and assigns the request a timestamp. The algorithm executes CS requests in the increasing order of timestamps. Every site \(S_i\) keeps a queue, \(request\_queue_i\), which contains mutual exclusion requests ordered by their timestamps. (Note that this queue is different from the queue that contains local requests for CS execution awaiting their turn.) This algorithm requires communication channels to deliver messages in FIFO order.

#### Requesting the critical section
- When a site \(S_i\) wants to enter the CS, it broadcasts a REQUEST\((ts_i, i)\) message to all other sites and places the request on \(request\_queue_i\). \((ts_i, i)\) denotes the timestamp of the request.
- When a site \(S_j\) receives the REQUEST\((ts_i, i)\) message from site \(S_i\), it places site \(S_i\)'s request on \(request\_queue_j\) and returns a timestamped REPLY message to \(S_i\).

#### Executing the critical section
Site \(S_i\) enters the CS when the following two conditions hold:

- **L1:** \(S_i\) has received a message with timestamp larger than \((ts_i, i)\) from all other sites.
- **L2:** \(S_i\)'s request is at the top of \(request\_queue_j\).

#### Releasing the critical section
- Site \(S_i\), upon exiting the CS, removes its request from the top of its request queue and broadcasts a timestamped RELEASE message to all other sites.
- When a site \(S_j\) receives a RELEASE message from site \(S_i\), it removes \(S_i\)'s request from its request queue.

**Algorithm 9.1** Lamport’s algorithm.
When a site removes a request from its request queue, its own request may come at the top of the queue, enabling it to enter the CS. Clearly, when a site receives a REQUEST, REPLY, or RELEASE message, it updates its clock using the timestamp in the message.

**Correctness**

**Theorem 9.1** Lamport’s algorithm achieves mutual exclusion.

**Proof** Proof is by contradiction. Suppose two sites $S_i$ and $S_j$ are executing the CS concurrently. For this to happen conditions L1 and L2 must hold at both the sites concurrently. This implies that at some instant in time, say $t$, both $S_i$ and $S_j$ have their own requests at the top of their request queues and condition L1 holds at them. Without loss of generality, assume that $S_i$’s request has smaller timestamp than the request of $S_j$. From condition L1 and FIFO property of the communication channels, it is clear that at instant $t$ the request of $S_i$ must be present in request_queue$_j$ when $S_j$ was executing its CS. This implies that $S_j$’s own request is at the top of its own request_queue when a smaller timestamp request, $S_i$’s request, is present in the request_queue$_j$ – a contradiction! Hence, Lamport’s algorithm achieves mutual exclusion. □

**Theorem 9.2** Lamport’s algorithm is fair.

**Proof** A distributed mutual exclusion algorithm is fair if the requests for CS are executed in the order of their timestamps. The proof is by contradiction. Suppose a site $S_i$’s request has a smaller timestamp than the request of another site $S_j$ and $S_j$ is able to execute the CS before $S_i$. For $S_j$ to execute the CS, it has to satisfy the conditions L1 and L2. This implies that at some instant in time $S_j$ has its own request at the top of its queue and it has also received a message with timestamp larger than the timestamp of its request from all other sites. But request_queue at a site is ordered by timestamp, and according to our assumption $S_i$ has lower timestamp. So $S_i$’s request must be placed ahead of the $S_j$’s request in the request_queue$_j$. This is a contradiction. Hence Lamport’s algorithm is a fair mutual exclusion algorithm. □

**Example** In Figures 9.3 to 9.6, we illustrate the operation of Lamport’s algorithm. In Figure 9.3, sites $S_1$ and $S_2$ are making requests for the CS and send out REQUEST messages to other sites. The timestamps of the requests are (1,1) and (1,2), respectively. In Figure 9.4, both the sites $S_1$ and $S_2$ have received REPLY messages from all other sites. $S_1$ has its request at the top of its request_queue but site $S_2$ does not have its request at the top of its request_queue. Consequently, site $S_1$ enters the CS. In Figure 9.5, $S_1$ exits and sends RELEASE messages to all other sites. In Figure 9.6, site $S_2$ has received REPLY from all other sites and also received a RELEASE message.
9.3 Lamport’s algorithm

Figure 9.3 Sites $S_1$ and $S_2$ are Making Requests for the CS.

Figure 9.4 Site $S_1$ enters the CS.

Figure 9.5 Site $S_1$ exits the CS and sends RELEASE messages.

Figure 9.6 Site $S_2$ enters the CS.
from site $S_1$. Site $S_2$ updates its request_queue and its request is now at the top of its request_queue. Consequently, it enters the CS next.

**Performance**

For each CS execution, Lamport’s algorithm requires $(N-1)$ REQUEST messages, $(N-1)$ REPLY messages, and $(N-1)$ RELEASE messages. Thus, Lamport’s algorithm requires $3(N-1)$ messages per CS invocation. The synchronization delay in the algorithm is $T$.

**An optimization**

In Lamport’s algorithm, REPLY messages can be omitted in certain situations. For example, if site $S_j$ receives a REQUEST message from site $S_i$ after it has sent its own REQUEST message with a timestamp higher than the timestamp of site $S_i$’s request, then site $S_j$ need not send a REPLY message to site $S_i$. This is because when site $S_i$ receives site $S_j$’s request with a timestamp higher than its own, it can conclude that site $S_j$ does not have any smaller timestamp request which is still pending (because communication channels preserves FIFO ordering).

With this optimization, Lamport’s algorithm requires between $3(N-1)$ and $2(N-1)$ messages per CS execution.

### 9.4 Ricart–Agrawala algorithm

The Ricart–Agrawala [21] algorithm (Algorithm 9.2) assumes that the communication channels are FIFO. The algorithm uses two types of messages: REQUEST and REPLY. A process sends a REQUEST message to all other processes to request their permission to enter the critical section. A process sends a REPLY message to a process to give its permission to that process. Processes use Lamport-style logical clocks to assign a timestamp to critical section requests. Timestamps are used to decide the priority of requests in case of conflict – if a process $p_i$ that is waiting to execute the critical section receives a REQUEST message from process $p_j$, then if the priority of $p_j$’s request is lower, $p_i$ defers the REPLY to $p_j$ and sends a REPLY message to $p_j$ only after executing the CS for its pending request. Otherwise, $p_i$ sends a REPLY message to $p_j$ immediately, provided it is currently not executing the CS. Thus, if several processes are requesting execution of the CS, the highest priority request succeeds in collecting all the needed REPLY messages and gets to execute the CS.

Each process $p_i$ maintains the request-deferred array, $RD_i$, the size of which is the same as the number of processes in the system. Initially, $\forall i \forall j$: 
$RD_i[j] = 0$. Whenever $p_i$ defers the request sent by $p_j$, it sets $RD_i[j] = 1$, and after it has sent a REPLY message to $p_j$, it sets $RD_i[j] = 0$.

**Requesting the critical section**

(a) When a site $S_i$ wants to enter the CS, it broadcasts a timestamped REQUEST message to all other sites.

(b) When site $S_j$ receives a REQUEST message from site $S_i$, it sends a REPLY message to site $S_i$ if site $S_j$ is neither requesting nor executing the CS, or if the site $S_j$ is requesting and $S_i$’s request’s timestamp is smaller than site $S_j$’s own request’s timestamp. Otherwise, the reply is deferred and $S_j$ sets $RD_j[i] := 1$.

**Executing the critical section**

(c) Site $S_i$ enters the CS after it has received a REPLY message from every site it sent a REQUEST message to.

**Releasing the critical section**

(d) When site $S_i$ exits the CS, it sends all the deferred REPLY messages: $\forall j$ if $RD_i[j] = 1$, then sends a REPLY message to $S_j$ and sets $RD_i[j] := 0$.

**Algorithm 9.2** The Ricart–Agrawala algorithm.

When a site receives a message, it updates its clock using the timestamp in the message. Also, when a site takes up a request for the CS for processing, it updates its local clock and assigns a timestamp to the request. In this algorithm, a site’s REPLY messages are blocked only by sites that are requesting the CS with higher priority (i.e., smaller timestamp). Thus, when a site sends out deferred REPLY messages, the site with the next highest priority request receives the last needed REPLY message and enters the CS. Execution of the CS requests in this algorithm is always in the order of their timestamps.

**Correctness**

**Theorem 9.3** Ricart–Agrawala algorithm achieves mutual exclusion.

**Proof** Proof is by contradiction. Suppose two sites $S_i$ and $S_j$ are executing the CS concurrently and $S_j$’s request has higher priority (i.e., smaller timestamp) than the request of $S_i$. Clearly, $S_i$ received $S_j$’s request after it has made its own request. (Otherwise, $S_i$’s request will have lower priority.) Thus, $S_j$ can concurrently execute the CS with $S_i$ only if $S_i$ returns a REPLY to $S_j$ (in response to $S_j$’s request) before $S_i$ exits the CS. However, this is impossible because $S_j$’s request has lower priority. Therefore, the Ricart–Agrawala algorithm achieves mutual exclusion. □
In the Ricart–Agrawala algorithm, for every requesting pair of sites, the site with higher priority request will always defer the request of the lower priority site. At any time only the highest priority request succeeds in getting all the needed REPLY messages.

**Example**  Figures 9.7 to 9.10 illustrate the operation of the Ricart–Agrawala algorithm. In Figure 9.7, sites $S_1$ and $S_2$ are each making requests for the CS.

**Figure 9.7** Sites $S_1$ and $S_2$ each make a request for the CS.

**Figure 9.8** Site $S_1$ enters the CS.

**Figure 9.9** Site $S_1$ exits the CS and sends a REPLY message to $S_2$’s deferred request.

**Figure 9.10** Site $S_1$ exits the CS.
Figure 9.10 Site $S_2$ enters the CS.

CS and sending out REQUEST messages to other sites. The timestamps of the requests are (2,1) and (1,2), respectively. In Figure 9.8, $S_2$ has received REPLY messages from all other sites and, consequently, enters the CS. In Figure 9.9, $S_2$ exits the CS and sends a REPLY message to site $S_1$. In Figure 9.10, site $S_1$ has received REPLY from all other sites and enters the CS next.

Performance
For each CS execution, the Ricart–Agrawala algorithm requires $(N-1)$ REQUEST messages and $(N-1)$ REPLY messages. Thus, it requires $2(N-1)$ messages per CS execution. The synchronization delay in the algorithm is $T$.

9.5 Singhal’s dynamic information-structure algorithm

Most mutual exclusion algorithms use a static approach to invoke mutual exclusion, i.e., they always take the same course of actions to invoke mutual exclusion no matter what is the state of the system. A problem with these algorithms is the lack of efficiency because these algorithms fail to exploit the changing conditions in the system. Note that an algorithm can exploit dynamic conditions of the system to optimize the performance.

For example, if few sites are invoking mutual exclusion very frequently and other sites invoke mutual exclusion much less frequently, then a frequently invoking site need not ask for the permission of less frequently invoking site every time it requests an access to the CS. It only needs to take permission from all other frequently invoking sites. Singhal [28] developed an adaptive mutual exclusion algorithm based on this observation. The information-structure of the algorithm evolves with time as sites learn about the state of the system through messages. Dynamic information-structure mutual exclusion
algorithms are attractive because they can adapt to fluctuating system conditions to optimize the performance.

The design of such adaptive mutual exclusion algorithms is challenging and we list some of the design challenges next:

- How does a site efficiently know what sites are currently actively invoking mutual exclusion?
- When a less frequently invoking site needs to invoke mutual exclusion, how does it do it?
- How does a less frequently invoking site makes a transition to more frequently invoking site and vice-versa?
- How do we ensure that mutual exclusion is guaranteed when a site does not take the permission of every other site?
- How do we ensure that a dynamic mutual exclusion algorithm does not waste resources and time in collecting systems state, offsetting any gain?

**System model**

We consider a distributed system consisting of $n$ autonomous sites, say $S_1, S_2, \ldots, S_n$, which are connected by a communication network. We assume that the sites communicate completely by message passing. Message propagation delay is finite but unpredictable and, between any pair of sites, messages are delivered in the order they are sent. For the ease of presentation, we assume that the underlying communication network is reliable and sites do not crash. However, methods have been proposed for recovery from message losses and site failures.

**Data structures**

The information-structure at a site $S_i$ consists of two sets. The first set $R_i$, called the *request set*, contains the sites from which $S_i$ must acquire permission before executing CS. The second set $I_i$, called the *inform set*, contains the sites to which $S_i$ must send its permission to execute CS after executing its CS.

Every site $S_i$ maintains a logical clock $C_i$, which is updated according to Lamport’s rules. Every request for CS execution is assigned a timestamp which is used to determine its priority. The smaller the timestamp of a request, the higher its priority. Every site maintains three boolean variables to denote the state of the site: *Requesting*, *Executing*, and *My_priority*. *Requesting* and *Executing* are true if and only if the site is requesting or executing CS, respectively. *My_priority* is true if the pending request of $S_i$ has priority over the current incoming request.
Initialization
The system starts in the following initial state:

For a site $S_i$ ($i = 1$ to $n$),

\[ R_i := \{S_1, S_2, \ldots, S_{i-1}, S_i\} \]

\[ I_i := S_i \]

\[ C_i := 0 \]

Requesting = Executing := False

Thus, initially site $S_i$, $1 \leq i \leq n$, sends request messages only to sites $S_i$, $S_i - 1, \ldots, S_1$. If we stagger sites $S_n$ to $S_1$ from left to right, then the initial system state has the following two properties:

1. Each site requests permission from all the sites to its right and from no site to its left. Conversely, for a site, all the sites to its left asks for its permission and no site to its right asks for its permission. Or putting together, for a site, only all the sites to its left will ask for its permission and it will ask for the permission of only all the sites to its right. Therefore, every site $S_i$ divides all the sites into two disjoint groups: all the sites in the first group request permission from $S_i$, and $S_i$ requests permission from all the sites in the second group. This property is important for enforcing mutual exclusion.

2. The cardinality of $R_i$ decreases in a stepwise manner from left to right. Due to this reason, this configuration has been called “staircase pattern” in topological sense [26].

9.5.1 Description of the algorithm

Site $S_i$ executes the three steps shown in Algorithm 9.3 to invoke mutual exclusion. The REQUEST message handler at a site processes incoming REQUEST messages. It takes actions such as updating the information-structure and sending REQUEST/REPLY messages to other sites. The REQUEST message handler at site $S_i$ is given in Algorithm 9.3. The REPLY message handler at a site processes incoming REPLY messages. It updates the information-structure. The REPLY message handler at site $S_i$ is given in Algorithm 9.3. Note that the REQUEST and REPLY message handlers and the steps of the algorithm access shared data structures, viz., $C_i$, $R_i$, and $I_i$. To guarantee the correctness, it’s important that execution of the REQUEST and REPLY message handlers and all three steps of the algorithm (except “wait for $R_i = \emptyset$ to hold” in step 1) mutually exclude each other.
Step 1: (Request critical section)

\[ \text{Requesting} = \text{true}; \]

\[ C_i := C_i + 1; \]

Send REQUEST\((C_i, i)\) message to all sites in \(R_i\);

Wait until \(R_i = \emptyset\); /* Wait until all sites in \(R_i\) have sent a reply to \(S_i\) */

\[ \text{Requesting} := \text{false}; \]

Step 2: (Execute critical section)

\[ \text{Executing} := \text{true}; \]

Execute CS;

\[ \text{Executing} := \text{false}; \]

Step 3: (Release critical section)

For every site \(S_k\) in \(I_i\) (except \(S_i\)) do

Begin

\[ I_i := I_i - \{S_k\}; \]

Send REPLY\((C_i, i)\) message to \(S_k\);

\[ R_i := R_i + \{S_k\} \]

End

REQUEST message handler:

/* Site \(S_i\) is handling message REQUEST\((c, j)\) */

\[ C_j := \max\{C_j, c\}; \]

Case

Requesting = true:

Begin

if \(\text{My\_priority}\) then \(I_i := I_i + \{S_j\}\)

/*\text{My\_Priority}\) is true if the pending request of \(S_i\) has priority over the incoming request */

Else

Begin

Send REPLY\((C_j, i)\) message to \(S_j\);

If not \((S_j \in R_i)\) then

Begin

\[ R_i := R_i + \{S_j\}; \]

Send REQUEST\((C_i, i)\) message to site \(S_j\);

End;

End;

End;

Executing = true: \(I_i := I_i + \{S_j\}\);

Executing = false \& Requesting = false:

Begin

\[ R_j := R_j + \{S_j\}; \]

Send REPLY\((C_i, i)\) message to \(S_j\);

End;

REPLY message handler:

/* Site \(S_i\) is handling a message REPLY\((c, j)\) */

Begin

\[ C_j := \max\{C_j, c\}; \]

\[ R_j := R_j - \{S_j\}; \]

End;

Algorithm 9.3 Singhal’s dynamic information-structure algorithm [28].
An explanation of the algorithm

At high level, $S_i$ acquires permission to execute the CS from all sites in its request set $R_i$ and it releases the CS by sending a REPLY message to all sites in its inform set $I_i$.

If site $S_i$, which itself is requesting the CS, receives a higher priority REQUEST message from a site $S_j$, then $S_i$ takes the following actions: (i) $S_i$ immediately sends a REPLY message to $S_j$, (ii) if $S_j$ is not in $R_i$, then $S_i$ also sends a REQUEST message to $S_j$, and (iii) $S_i$ places an entry for $S_j$ in $R_i$. Otherwise (i.e., if the request of $S_i$ has priority over the request of $S_j$), $S_i$ places an entry for $S_j$ into $I_i$ so that $S_j$ can be sent a REPLY message when $S_i$ finishes with the execution of the CS.

If $S_i$ receives a REQUEST message from $S_j$ when it is executing the CS, then it simply puts $S_j$ in $I_i$ so that $S_j$ can be sent a REPLY message when $S_i$ finishes with the execution of the CS. If $S_i$ receives a REQUEST message from $S_j$ when it is neither requesting nor executing the CS, then it places an entry for $S_j$ in $R_i$ and sends $S_j$ a REPLY message.

Rules for information exchange and updating request and inform sets are such that the staircase pattern is preserved in the system even after the sites have executed the CS any number of times. However, the positions of sites in the staircase pattern change as the system evolves. (For a proof of this, see [28].) The site to execute CS last positions itself at the right end of the staircase pattern.

9.5.2 Correctness

We informally discuss why the algorithm achieves mutual exclusion and why it is free from deadlocks. For a formal proof, the readers are referred to [27].

Achieving mutual exclusion

Note that the initial state of the information-structure satisfies the following condition: for every $S_i$ and $S_j$, either $S_j \in R_i$ or $S_i \in R_j$. Therefore, if two sites request CS, one of them will always ask for the permission of the another. However, this is not sufficient for mutual exclusion [28]. Whenever there is a conflict between two sites (i.e., they concurrently invoke mutual exclusion), the sites dynamically adjust their request sets such that both request permission of each other satisfying the condition for mutual exclusion. This is a nice feature of the algorithm because if the information-structures of the sites satisfy the condition for mutual exclusion all the

---

1 Absence of $S_j$ from $R_i$ implies that $S_j$ has not previously sent a REQUEST message to $S_i$. This is the reason why $S_i$ also sends a REQUEST message to $S_j$ when it receives a REQUEST message from $S_j$. This step is also required to preserve the staircase pattern of the information-structure of the system.
time, the sites will exchange more messages. Instead, it is more desirable to dynamically adjust the request set of the sites as and when needed to insure mutual exclusion because it optimizes the number of messages exchanged.

**Freedom from deadlocks**

In the algorithm, each request is assigned a globally unique timestamp which determines its priority. The algorithm is free from deadlocks because sites use timestamp ordering (which is unique system wide) to decide request priority and a request is blocked only by higher priority requests.

**Example**  Consider a system with five sites $S_1, \ldots, S_5$. Suppose $S_2$ and $S_3$ want to enter the CS concurrently, and they both send appropriate request messages. $S_3$ sends a request message to sites in its Request set – { $S_1$, $S_2$ }, and $S_2$ sends a request message to the only site in its Request set – { $S_1$ }.

There are three possible scenarios:

1. If timestamp of $S_3$’s request is smaller, then on receiving $S_3$’s request, $S_2$ sends a REPLY message to $S_3$. $S_2$ also adds $S_3$ to its Request set and sends $S_3$ a REQUEST message. On receiving a REPLY message from $S_2$, $S_3$ removes $S_2$ from its Request set. $S_1$ sends a REPLY to both $S_2$ and $S_3$ because it is neither requesting to enter the CS nor executing the CS. $S_1$ adds $S_2$ and $S_3$ to its Request set because any one of these sites could possibly be in the CS when $S_1$ requests for an entry into CS in the future. On receiving $S_1$’s REPLY message, $S_3$ removes $S_1$ from its Request set and, since it has REPLY messages from all sites in its (initial) Request set, it enters the CS.

2. If timestamp of $S_3$ is larger, then on receiving $S_3$’s request, $S_2$ adds $S_3$ to its Inform set. When $S_2$ gets a REPLY from $S_1$, it enters the CS. When $S_2$ relinquishes the CS, it informs $S_3$ (the i.d. of $S_3$ is present in $S_2$’s Inform set) about its consent to enter the CS. Then, $S_2$ removes $S_3$ from its Inform set and add $S_3$ to its Request set. This is logical because $S_3$ could be executing in CS when $S_2$ requests a “CS entry” permission in the future.

3. If $S_3$ receives a REPLY from $S_1$ and starts executing CS before $S_1$’s REQUEST reaches $S_2$, $S_2$ simply adds $S_3$ to its Inform set, and sends $S_3$ a REPLY after exiting the CS.

**9.5.3 Performance analysis**

The synchronization delay in the algorithm is $T$. Below, we compute the message complexity in low and heavy loads.

**Low load condition**

In the case of low traffic of CS requests, most of the time only one or no request for the CS will be present in the system. Consequently, the staircase
pattern will re-establish between two successive requests for CS and there will seldom be an interference among the CS requests from different sites. In the staircase configuration, the cardinality of the request sets of the sites will be 1, 2, \ldots, (n - 1), n, respectively, from right to left. Therefore, when the traffic of requests for CS is low, sites will send 0, 1, 2, \ldots, (n - 1) number of REQUEST messages with equal likelihood (assuming uniform traffic of CS requests at sites). Therefore, the mean number of REQUEST messages sent per CS execution for this case will be $(0 + 1 + 2 + \ldots + (n - 1))/n = (n - 1)/2$. Since a REPLY message is returned for every REQUEST message, the average number of messages exchanged per CS execution will be $2 \times (n - 1)/2 = (n - 1)$.

**Heavy load condition**

When the rate of CS requests is high, all the sites will always have a pending request for CS execution. In this case, a site receives on average $(n - 1)/2$ REQUEST messages from other sites while waiting for its REPLY messages. Since a site sends REQUEST messages only in response to REQUEST messages of higher priority, on average it will send $(n - 1)/4$ REQUEST messages while waiting for REPLY messages. Therefore, the average number of messages exchanged per CS execution in high demand will be $2 \times [(n - 1)/2 + (n - 1)/4] = 3 \times (n - 1)/2$.

### 9.5.4 Adaptivity in heterogeneous traffic patterns

An interesting feature of the algorithm is that its information-structure adapts itself to the environments of heterogeneous traffic of CS requests and to statistical fluctuations in traffic of CS requests to optimize the performance (the number of messages exchanged per CS execution). In non-uniform traffic environments, sites with higher traffic of CS requests will position themselves towards the right end of the staircase pattern. That is, sites with higher traffic of CS requests will tend to have lower cardinality of their request sets. Also, at a high traffic site $S_i$, if $S_j \in R_i$, then $S_j$ is also a high traffic site (this comes intuitively because all high traffic sites will cluster towards the right end of the staircase). Consequently, high traffic sites will mostly send REQUEST messages only to other high traffic sites and will seldom send REQUEST messages to sites with low traffic. This adaptivity results in a reduction in the number of messages as well as a delay in granting CS in environments of heterogeneous traffic.

### 9.6 Lodha and Kshemkalyani’s fair mutual exclusion algorithm

Lodha and Kshemakalyani’s algorithm [13] (Algorithm 9.4) decreases the message complexity of the Ricart–Agrawala algorithm by using the following
interesting observation: when a site is waiting to execute the CS, it need not receive REPLY messages from every other site. To enter the CS, a site only needs to receive a REPLY message from the site whose request just precedes its request in priority. For example, if sites \(S_{i_1}, S_{i_2}, \ldots, S_{i_n}\) have a pending request for CS and the request of \(S_{i_1}\) has the highest priority and that of \(S_{i_n}\) has the lowest priority and the priority of requests decreases from \(S_{i_1}\) to \(S_{i_n}\), then a site \(S_{i_k}\) only needs a REPLY message from site \(S_{i_{k-1}}\), \(1 < k \leq n\) to enter the CS.

### 9.6.1 System model

Each request is assigned a priority \(\text{ReqID}\) and requests for CS access are granted in the order of decreasing priority. We will defer the details of what \(\text{ReqID}\) is composed of to later sections. The underlying communication network is assumed to be error free.

**Definition 9.1** \(R_i\) and \(R_j\) are concurrent iff \(P_i\)’s REQUEST message is received by \(P_j\) after \(P_j\) has made its request and \(P_j\)’s REQUEST message is received by \(P_i\) after \(P_i\) has made its request.

**Definition 9.2** Given \(R_j\), we define the concurrency set of \(R_j\) as follows:

\[
\text{CSet}_j = \{R_j \mid R_i \text{ is concurrent with } R_j\} \cup \{R_j\}
\]

### 9.6.2 Description of the algorithm

Algorithm 9.4 uses three types of messages (REQUEST, REPLY, and FLUSH) and obtains savings on the number of messages exchanged per CS access by assigning multiple purposes to each. For the purpose of blocking a mutual exclusion request, every site \(S_i\) has a data structure called \(\text{local}\_\text{request}\_\text{queue}\) (denoted as \(LRQ_i\)), which contains all concurrent requests made with respect to \(S_i\)’s request, and these requests are ordered with respect to their priority.

All requests are totally ordered by their priorities and the priority is determined by the timestamp of the request. Hence, when a process receives a REQUEST message from some other process, it can immediately determine if it is allowed to access the CS before the requesting process or after it.

In this algorithm, messages play multiple roles and this will be discussed first.

**Multiple uses of a REPLY message**

1. A REPLY message acts as a reply from a process that is not requesting.
2. A REPLY message acts as a collective reply from processes that have higher priority requests.

A REPLY(\(R_j\)) from a process \(P_j\) indicates that \(R_j\) is the request made by \(P_j\) for which it has executed the CS. It also indicates that all the requests with priority \(\geq\) priority of \(R_j\) have finished executing CS and are no longer in contention.
Thus, in such situations, a REPLY message is a logical reply and denotes a collective reply from all processes that had made higher priority requests.

Uses of a FLUSH message
Similar to a REPLY message, a FLUSH message is a logical reply and denotes a collective reply from all processes that had made higher priority requests. After a process has exited the CS, it sends a FLUSH message to a process requesting with the next highest priority, which is determined by looking up the process’s local request queue. When a process $P_i$ finishes executing the CS, it may find a process $P_j$ in one of the following states:

1. $R_j$ is in the local queue of $P_i$ and located in some position after $R_i$, which implies that $R_j$ is concurrent with $R_i$.
2. $P_j$ had replied to $R_i$ and $P_j$ is now requesting with a lower priority. (Note that in this case $R_i$ and $R_j$ are not concurrent.)
3. $P_j$’s request had higher priority than $P_i$’s (implying that it had finished the execution of the CS) and is now requesting with a lower priority. (Note that in this case $R_i$ and $R_j$ are not concurrent.)

A process $P_j$, after executing the CS, sends a FLUSH message to a process identified in state 1 above, which has the next highest priority, whereas it sends REPLY messages to the processes identified in states 2 and 3 as their requests are not concurrent with $R_i$ (the requests of processes in states 2 and 3 were deferred by $P_i$ till it exits the CS). Now it is up to the process receiving the FLUSH message and the processes receiving REPLY messages in states 2 and 3 to determine who is allowed to enter the CS next.

Consider a scenario where we have a set of requests $R_3, R_0, R_2, R_4, R_1$ ordered in decreasing priority, where $R_0, R_2, R_4$ are concurrent with one another, then $P_0$ maintains a local queue of $[R_0, R_2, R_4]$ and, when it exits the CS, it sends a FLUSH (only) to $P_2$.

Multiple uses of a REQUEST message
Considering two processes $P_i$ and $P_j$, there can be two cases:

**Case 1** $P_i$ and $P_j$ are not concurrently requesting. In this case, the process which requests first will get a REPLY message from the other process.

**Case 2** $P_i$ and $P_j$ are concurrently requesting. In this case, there can be two subcases:

1. $P_i$ is requesting with a higher priority than $P_j$. In this case, $P_j$’s REQUEST message serves as an implicit REPLY message to $P_i$’s request. Also, $P_j$ should wait for REPLY/FLUSH message from some process to enter the CS.
2. $P_i$ is requesting with a lower priority than $P_j$. In this case, $P_i$’s REQUEST message serves as an implicit REPLY message to $P_j$’s request. Also, $P_i$ should wait for REPLY/FLUSH message from some process to enter the CS.
(1) Initial local state for process $P_i$:
- `int` $My\_Sequence\_Number_i = 0$
- array of boolean $RV_i[j] = 0, \forall j \in \{1...N\}$
- queue of ReqID $LRQ_i$ is NULL
- `int` $Highest\_Sequence\_Number\_Seen_i = 0$

(2) $InvMutEx$: Process $P_i$ executes the following to invoke mutual exclusion:
   (2a) $My\_Sequence\_Number_i = Highest\_Sequence\_Number\_Seen_i + 1$.
   (2b) $LRQ_i = NULL$.
   (2c) Make REQUEST($R_i$) message, where $R_i = (My\_Sequence\_Number_i, i)$.
   (2d) Insert this REQUEST in $LRQ_i$ in sorted order.
   (2e) Send this REQUEST message to all other processes.
   (2f) $RV_i[k] = 0 \forall k \in \{1...N\} - \{i\}$. $RV_i[i] = 1$.

(3) $RcvReq$: Process $P_i$ receives REQUEST($R_j$), where $R_j = (SN, j)$, from process $P_j$:
   (3a) $Highest\_Sequence\_Number\_Seen_i = max(Highest\_Sequence\_Number\_Seen_i, SN)$.
   (3b) If $P_i$ is requesting:
       (3bi) If $RV_i[j] = 0$, then insert this request in $LRQ_i$ (in sorted order) and mark $RV_i[j] = 1$. If ($CheckExecuteCS$), then execute CS.
       (3bii) If $RV_i[j] = 1$, then defer the processing of this request, which will be processed after $P_i$ executes CS.
   (3c) If $P_i$ is not requesting, then send a REPLY($R_i$) message to $P_j$. $R_i$ denotes the ReqID of the last request made by $P_i$ that was satisfied.

(4) $RcvReply$: Process $P_i$ receives REPLY($R_j$) message from process $P_j$. $R_j$ denotes the ReqID of the last request made by $P_j$ that was satisfied:
   (4a) $RV_i[j] = 1$.
   (4b) Remove all requests from $LRQ_i$ that have a priority $\geq$ the priority of $R_j$.
   (4c) If ($CheckExecuteCS$), then execute CS.

(5) $FinCS$: Process $P_i$ finishes executing CS:
   (5a) Send FLUSH($R_i$) message to the next candidate in $LRQ_i$. $R_i$ denotes the ReqID that was satisfied.
   (5b) Send REPLY($R_i$) to the deferred requests. $R_i$ is the ReqID corresponding to which $P_i$ just executed the CS.

(6) $RcvFlush$: Process $P_i$ receives a FLUSH($R_j$) message from a process $P_j$:
   (6a) $RV_i[j] = 1$
   (6b) Remove all requests in $LRQ_i$ that have the priority $\geq$ the priority of $R_j$.
   (6c) If ($CheckExecuteCS$) then execute CS.

(7) $CheckExecuteCS$: If ($RV_i[k] = 1, \forall k \in \{1...N\}$) and $P_i$'s request is at the head of $LRQ_i$, then return true, else return false.

**Algorithm 9.4** Lodha and Kshemkalyani’s fair mutual exclusion algorithm [13].
Examples

- **Figure 9.11** Processes $P_1$ and $P_2$ are concurrent and they send out REQUESTs to all other processes. The REQUEST sent by $P_1$ to $P_3$ is delayed and hence is not shown until in Figure 9.13.
- **Figure 9.12** When $P_3$ receives the REQUEST from $P_2$, it sends REPLY to $P_2$.
- **Figure 9.13** The delayed REQUEST of $P_1$ arrives at $P_3$ and at the same time, $P_3$ sends out its REQUEST for CS, which makes it concurrent with the request of $P_1$.
- **Figure 9.14** $P_1$ exits the CS and sends out a FLUSH message to $P_2$.
- **Figure 9.15** Since the requests of $P_2$ and $P_3$ are not concurrent, $P_2$ sends a FLUSH message to $P_3$. $P_3$ removes (1,1) from its local queue and enters the CS.

The data structures $LRQ$ and $RV$ are updated in each step as discussed previously.

### 9.6.3 Safety, fairness and liveness

Proofs for safety, fairness and liveness are quite involved and interested readers are referred to the original paper for detailed proofs.

### 9.6.4 Message complexity

To execute the CS, a process $P_i$ sends $(N - 1)$ REQUEST messages. It receives $(N - |CSet_i|)$ REPLY messages. There are two cases to consider:

1. $|CSet_i| \geq 2$. There are two subcases here:
   
   (a) There is at least one request in $CSet_i$ whose priority is smaller than that of $R_i$. So $P_i$ will send one FLUSH message. In this case the total number of messages for CS access is $2N - |CSet_i|$. When all the requests are concurrent, this reduces to $N$ messages.
   
   (b) There is no request in $CSet_i$, whose priority is less than the priority of $R_i$. $P_i$ will not send a FLUSH message. In this case, the total number of messages for CS access is $2N - 1 - |CSet_i|$. When all the requests are concurrent, this reduces to $N - 1$ messages.

2. $|CSet_i| = 1$. This is the worst case, implying that all requests are satisfied serially. $P_i$ will not send a FLUSH message. In this case, the total number of messages for CS access is $2(N - 1)$ messages.
Figure 9.11 Processes $P_1$ and $P_2$ send out REQUESTs.

Figure 9.12 $P_3$ sends a REPLY message to $P_2$ only.

Figure 9.13 $P_3$ sends out a REQUEST message.

Figure 9.14 $P_1$ exits the CS and sends a FLUSH message to $P_2$. 
9.7 Quorum-based mutual exclusion algorithms

Quorum-based mutual exclusion algorithms represented a departure from the trend in the following two ways:

1. A site does not request permission from all other sites, but only from a subset of the sites. This is a radically different approach as compared to the Lamport and Ricart–Agrawala algorithms, where all sites participate in conflict resolution of all other sites. In quorum-based mutual exclusion algorithm, the request set of sites are chosen such that \( \forall i \forall j : 1 \leq i, j \leq N :: R_i \cap R_j \neq \Phi \). Consequently, every pair of sites has a site which mediates conflicts between that pair.

2. In quorum-based mutual exclusion algorithm, a site can send out only one REPLY message at any time. A site can send a REPLY message only after it has received a RELEASE message for the previous REPLY message. Therefore, a site \( S_i \) locks all the sites in \( R_i \) in exclusive mode before executing its CS.

Quorum-based mutual exclusion algorithms significantly reduce the message complexity of invoking mutual exclusion by having sites ask permission from only a subset of sites.

Since these algorithms are based on the notion of “Coteries” and “Quorums,” we first describe the idea of coteries and quorums. A coterie \( C \) is...
defined as a set of sets, where each set $g \in C$ is called a quorum. The following properties hold for quorums in a coterie:

- **Intersection property** For every quorum $g, h \in C$, $g \cap h \neq \emptyset$.

  For example, sets $\{1,2,3\}$, $\{2,5,7\}$, and $\{5,7,9\}$ cannot be quorums in a coterie because the first and third sets do not have a common element.

- **Minimality property** There should be no quorums $g, h$ in coterie $C$ such that $g \supseteq h$. For example, sets $\{1,2,3\}$ and $\{1,3\}$ cannot be quorums in a coterie because the first set is a superset of the second.

Coteries and quorums can be used to develop algorithms to ensure mutual exclusion in a distributed environment. A simple protocol works as follows: let “$a$” be a site in quorum “$A$.” If “$a$” wants to invoke mutual exclusion, it requests permission from all sites in its quorum “$A$.” Every site does the same to invoke mutual exclusion. Due to the Intersection property, quorum “$A$” contains at least one site that is common to the quorum of every other site. These common sites send permission to only one site at any time. Thus, mutual exclusion is guaranteed.

Note that the Minimality property ensures efficiency rather than correctness. In the simplest form, quorums are formed as sets that contain a majority of sites. There exists a variety of quorums and a variety of ways to construct quorums. For example, Maekawa [14] used the theory of projective planes to develop quorums of size $\sqrt{N}$.

### 9.8 Maekawa’s algorithm

Maekawa’s algorithm [14] was the first quorum-based mutual exclusion algorithm. The request sets for sites (i.e., quorums) in Maekawa’s algorithm are constructed to satisfy the following conditions:

\[
\begin{align*}
\text{M1} & \quad (\forall i \forall j : i \neq j, 1 \leq i, j \leq N :: R_i \cap R_j \neq \emptyset). \\
\text{M2} & \quad (\forall i : 1 \leq i \leq N :: S_i \in R_i). \\
\text{M3} & \quad (\forall i : 1 \leq i \leq N :: |R_i| = K). \\
\text{M4} & \quad \text{Any site } S_j \text{ is contained in } K \text{ number of } R_i \text{s, } 1 \leq i, j \leq N.
\end{align*}
\]

Maekawa used the theory of projective planes and showed that $N = K(K - 1) + 1$. This relation gives $|R_i| = \sqrt{N}$.

Since there is at least one common site between the request sets of any two sites (condition M1), every pair of sites has a common site which mediates conflicts between the pair. A site can have only one outstanding REPLY message at any time; that is, it grants permission to an incoming request if it has not granted permission to some other site. Therefore, mutual exclusion is
guaranteed. This algorithm requires delivery of messages to be in the order they are sent between every pair of sites.

Conditions M1 and M2 are necessary for correctness; whereas conditions M3 and M4 provide other desirable features to the algorithm. Condition M3 states that the size of the requests sets of all sites must be equal, which implies that all sites should have to do an equal amount of work to invoke mutual exclusion. Condition M4 enforces that exactly the same number of sites should request permission from any site, which implies that all sites have “equal responsibility” in granting permission to other sites.

In Maekawa’s algorithm, a site $S_i$ executes the steps shown in Algorithm 9.5 to execute the CS.

**Algorithm 9.5** Maekawa’s algorithm.

**Correctness**

**Theorem 9.3** Maekawa’s algorithm achieves mutual exclusion.

**Proof** Proof is by contradiction. Suppose two sites $S_i$ and $S_j$ are concurrently executing the CS. This means site $S_i$ received a REPLY message from all sites in $R_j$ and concurrently site $S_j$ was able to receive a REPLY message from all sites in $R_i$. If $R_i \cap R_j = \{S_k\}$, then site $S_k$ must have sent REPLY messages to both $S_i$ and $S_j$ concurrently, which is a contradiction. \qed
Performance
Note that the size of a request set is $\sqrt{N}$. Therefore, an execution of the CS requires $\sqrt{N}$ REQUEST, $\sqrt{N}$ REPLY, and $\sqrt{N}$ RELEASE messages, resulting in $3\sqrt{N}$ messages per CS execution. Synchronization delay in this algorithm is $2T$. This is because after a site $S_i$ exits the CS, it first releases all the sites in $R_i$ and then one of those sites sends a REPLY message to the next site that executes the CS. Thus, two sequential message transfers are required between two successive CS executions. As discussed next, Maekawa’s algorithm is deadlock-prone. Measures to handle deadlocks require additional messages.

9.8.1 Problem of deadlocks
Maekawa’s algorithm can deadlock because a site is exclusively locked by other sites and requests are not prioritized by their timestamps [14,22]. Thus, a site may send a REPLY message to a site and later force a higher priority request from another site to wait.

Without loss of generality, assume three sites $S_i$, $S_j$, and $S_k$ simultaneously invoke mutual exclusion. Suppose $R_i \cap R_j = \{S_{ij}\}$, $R_j \cap R_k = \{S_{jk}\}$, and $R_k \cap R_i = \{S_{ki}\}$. Since sites do not send REQUEST messages to the sites in their request sets in any particular order and message delays are arbitrary, the following scenario is possible: $S_{ij}$ has been locked by $S_i$ (forcing $S_j$ to wait at $S_{ij}$), $S_{jk}$ has been locked by $S_j$ (forcing $S_k$ to wait at $S_{jk}$), and $S_{ki}$ has been locked by $S_k$ (forcing $S_i$ to wait at $S_{ki}$). This state represents a deadlock involving sites $S_i$, $S_j$, and $S_k$.

Handling deadlocks
Maekawa’s algorithm handles deadlocks by requiring a site to yield a lock if the timestamp of its request is larger than the timestamp of some other request waiting for the same lock (unless the former has succeeded in acquiring locks on all the needed sites) [14,22]. A site suspects a deadlock (and initiates message exchanges to resolve it) whenever a higher priority request arrives and waits at a site because the site has sent a REPLY message to a lower priority request.

Deadlock handling requires the following three types of messages:

**FAILED** A FAILED message from site $S_i$ to site $S_j$ indicates that $S_i$ cannot grant $S_j$’s request because it has currently granted permission to a site with a higher priority request.

**INQUIRE** An INQUIRE message from $S_i$ to $S_j$ indicates that $S_i$ would like to find out from $S_j$ if it has succeeded in locking all the sites in its request set.

**YIELD** A YIELD message from site $S_i$ to $S_j$ indicates that $S_i$ is returning the permission to $S_j$ (to yield to a higher priority request at $S_j$).
Details of how Maekawa’s algorithm handles deadlocks are as follows:

- When a REQUEST\(ts, i\) from site \(S_i\) blocks at site \(S_j\) because \(S_j\) has currently granted permission to site \(S_k\), then \(S_j\) sends a FAILED\(j\) message to \(S_i\) if \(S_i\)’s request has lower priority. Otherwise, \(S_j\) sends an INQUIRE\(j\) message to site \(S_k\).
- In response to an INQUIRE\(j\) message from site \(S_j\), site \(S_k\) sends a YIELD\(k\) message to \(S_j\) provided \(S_k\) has received a FAILED message from a site in its request set and if it sent a YIELD to any of these sites, but has not received a new REPLY from it.
- In response to a YIELD\(k\) message from site \(S_k\), site \(S_j\) assumes as if it has been released by \(S_k\), places the request of \(S_k\) at appropriate location in the request queue, and sends a REPLY \((j)\) to the top request’s site in the queue.

Thus, Maekawa-type algorithms require extra messages to handle deadlocks and may exchange these messages even though there is no deadlock. The maximum number of messages required per CS execution in this case is \(5\sqrt{N}\).

### 9.9 Agarwal–El Abbadi quorum-based algorithm

Agarwal and El Abbadi [1] developed a simple and efficient mutual exclusion algorithm by introducing tree quorums. They gave a novel algorithm for constructing tree-structured quorums in the sense that it uses hierarchical structure of a network. The mutual exclusion algorithm is independent of the underlying topology of the network and there is no need for a multicast facility in the network. However, such facility will improve the performance of the algorithm. The mutual exclusion algorithm assumes that sites in the distributed system can be organized into a structure such as tree, grid, binary tree, etc. and there exists a routing mechanism to exchange messages between different sites in the system.

The Agarwal–El Abbadi quorum-based algorithm, however, constructs quorums from trees. Such quorums are called “tree-structured quorums.” The following sections describe an algorithm for constructing tree-structured quorums and present an analysis of the algorithm and a protocol for mutual exclusion in distributed systems using tree-structured quorums.

#### 9.9.1 Constructing a tree-structured quorum

All the sites in the system are logically organized into a complete binary tree. To build such a tree, any site could be chosen as the root, any other two sites may be chosen as its children, and so on. For a complete binary tree with
level “k,” we have $2^{k+1} - 1$ sites with its root at level $k$ and leaves at level 0. The number of sites in a path from the root to a leaf is equal to the level of the tree $k + 1$, which is equal to $O(\log n)$. There will be $2^k$ leaves in the tree. A path in a binary tree is the sequence $a_1, a_2, \ldots, a_i, a_{i+1}, \ldots, a_k$ such that $a_i$ is the parent of $a_{i+1}$.

The algorithm for constructing structured quorums from the tree is given in Algorithm 9.6. For the purpose of presentation, we assume that the tree is complete, however, the algorithm works for any arbitrary binary tree.

```
FUNCTION GetQuorum(Tree: NetworkHierarchy): QuorumSet;
    VAR left, right: QuorumSet;
    BEGIN
        IF Empty(Tree) THEN
            RETURN({});
        ELSE IF GrantsPermission(Tree↑.Node) THEN
            RETURN((Tree↑.Node) ∪ GetQuorum(Tree↑.LeftChild));
        OR
            RETURN((Tree↑.Node) ∪ GetQuorum(Tree↑.RightChild));
        ELSE
            left ← GetQuorum(Tree↑.left);
            right ← GetQuorum(Tree↑.right);
            IF (left = ∅ ∨ right = ∅) THEN
                (* Unsuccessful in establishing a quorum *)
                EXIT(-1);
            ELSE
                RETURN(left ∪ right);
            END; (* IF *)
        END; (* IF *)
    END; (* IF *)
END GetQuorum;
```

Algorithm 9.6 Algorithm for constructing a tree-structured quorum [1].

The algorithm for constructing tree-structured quorums uses two functions called GetQuorum(Tree) and GrantsPermission(site) and assumes that there is a well-defined root for the tree. GetQuorum is a recursive function that takes a tree node “x” as the parameter and calls GetQuorum for its child node provided that the GrantsPermission(x) is true. The GrantsPermission(x) is true only when the node “x” agrees to be in the quorum. If the node “x” is down due to a failure, then it may not agree to be in the quorum and the value of GrantsPermission(x) will be false. The algorithm tries to construct quorums in a way that each quorum represents any path from the root to a leaf, i.e., in this case the (no failures) quorum is any set $a_1, a_2, \ldots, a_i, a_{i+1}, \ldots, a_k$, where $a_i$ is the root and $a_k$ is a leaf, and for all $i < k$, $a_i$ is the parent of $a_{i+1}$. If it fails to find such a path (say, because node “x” has failed), the control goes to the ELSE block which specifies that the failed node “x”
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is substituted by two paths both of which start with the left and right children of “x” and end at leaf nodes. Note that each path must terminate in a leaf site. If the leaf site is down or inaccessible due to any reason, then the quorum cannot be formed and the algorithm terminates with an error condition. The sets that are constructed using this algorithm are termed as tree quorums.

9.9.2 Analysis of the algorithm for constructing tree-structured quorums

The best case scenario of the algorithm takes $O(\log n)$ sites to form a tree quorum. There are certain cases where even in the event of a failure, $O(\log n)$ sites are sufficient to form a tree quorum. For example, if the site that is parent of a leaf node fails, then the number of sites that are necessary for a quorum will be still $O(\log n)$. Thus, the algorithm requires very few messages in a relatively fault-free environment. It can tolerate the failure up to $n - O(\log n)$ sites and still form a tree quorum. In the worst case, the algorithm requires the majority of sites to construct a tree quorum and the number of sites is same for all cases (faults or no faults). The worst case tree quorum size is determined as $O((n + 1)/2)$ by induction.

9.9.3 Validation

The tree quorums constructed by the above algorithm are valid, i.e., they conform to the coterie properties such as Intersection property and Minimality property. To prove the correctness of the algorithm, consider a binary tree with level $k + 1$. Assume that root of the tree is $a_1$. The tree can be viewed as consisting of a root, a left subtree, and a right subtree. According to Algorithm 9.6, the constructed quorums contain one of the following:

1. $\{a_1\} \cup \{$ sites from the left subtree$\}$;
2. $\{a_1\} \cup \{$ sites from the right subtree$\}$;
3. $\{$ sites from the quorum set of left subtree$\} \cup \{$ sites from the quorum set of right subtree$\}$.

Clearly, the quorum of type 1 has non-empty intersection with those quorums formed using types 2 or 3, which shows that the Intersection property holds true. Also, the members in the quorum of type 1 are not contained in quorums of types 2 and 3. Thus, the Minimality property holds true. Similar conditions exist for quorums of types 2 and 3. This forms as the basis for proving correctness of the algorithm based on induction.

9.9.4 Examples of tree-structured quorums

Now we present examples of tree-structured quorums for a better understanding of the algorithm. In the simplest case, when there is no node failure, the number of quorums formed is equal to the number of leaf sites.
Consider the tree of height 3 shown in Figure 9.16 constructed from 15 \((2^{3+1} - 1)\) sites. Now, a quorum has all sites along any path from root to leaf. In this case, eight quorums are formed from eight possible root-leaf paths: 1–2–4–8, 1–2–4–9, 1–2–5–10, 1–2–5–11, 1–3–6–12, 1–3–6–13, 1–3–7–14 and 1–3–7–15. If any site fails, the algorithm substitutes for that site two possible paths starting from the site’s two children and ending in leaf nodes. For example, when node 3 fails, we consider the possible paths starting from children 6 and 7 and ending at the leaf nodes. The possible paths starting from child 6 are 6–12 and 6–13, while the possible paths starting from child 7 are 7–14 and 7–15. So, when node 3 fails, the following eight quorums can be formed: \(\{1,6,12,7,14\}\), \(\{1,6,12,7,15\}\), \(\{1,6,13,7,14\}\), \(\{1,6,13,7,15\}\), \(\{1,2,4,8\}\), \(\{1,2,4,9\}\), \(\{1,2,5,10\}\), \(\{1,2,5,11\}\).

If a failed site is a leaf node, the operation has to be aborted and a tree-structured quorum cannot be formed (see lines 13–15 of the algorithm above). However, quorum formation can continue with other working nodes. Since the number of nodes from root to leaf in an “n” node complete tree is log \(n\), the best case for quorum formation, i.e., the least number of nodes needed for a quorum is log \(n\). In the worst case, a majority of sites are needed for mutual exclusion. For example, if sites 1 and 2 are down in Figure 9.16, the quorums that are formed must include either \{4,8\} or \{4,9\} and either \{5,10\} or \{5,11\} and one of the four paths \{3,6,12\}, \{3,6,13\} \{3,7,14\} or \{3,7,15\}. In this case, the following are the candidates for quorums: \{4,5,3,6,8,10,12\}, \{4,5,3,6,8,10,13\}, \{4,5,3,6,8,11,12\}, \{4,5,3,6,8,11,13\}, \{4,5,3,6,9,10,12\}, \{4,5,3,6,9,10,13\}, \{4,5,3,6,9,11,12\}, \{4,5,3,6,9,11,13\}, \{4,5,3,7,8,9,14\}, \{4,5,3,7,8,9,15\}, \{4,5,3,7,8,10,14\}, \{4,5,3,7,8,10,15\}, \{4,5,3,7,8,11,14\}, \{4,5,3,7,8,11,15\}, \{4,5,3,7,9,10,14\}, \{4,5,3,7,9,10,15\}, \{4,5,3,7,9,11,14\}, and \{4,5,3,7,9,11,15\}.

When the number of node failures is greater than or equal to log \(n\), the algorithm may not be able to form tree-structured quorum. For example, when sites 1, 2, 4, and 8 are inaccessible, the set of sites \{3,5,6,7,8,9,10,11,12,13,14,15\} form a majority of sites but not a structured quorum. So, as long as the
number of site failures is less than \( \log n \), the tree quorum algorithm guarantees the formation of a quorum and it exhibits the property of “graceful degradation,” which is useful in distributed fault tolerance. As failures occur and increase, the probability of forming quorums decreases and mutual exclusion is achieved at increasing costs because when a node fails, instead of one path from node, the quorum must include two paths starting from the node’s children. For example, in a tree of level \( k \), the size of quorum is \( (k + 1) \). If a node failure occurs at level \( i > 0 \), then the quorum size increases to \( (k - i) + 2i \). The penalty is severe when the failed node is near the root. Thus, the tree quorum algorithm may still allow quorums to be formed even after the failures of \( n - \lfloor \log n \rfloor \) sites.

**9.9.5 The algorithm for distributed mutual exclusion**

We now describe the algorithm for achieving distributed mutual exclusion using tree-structured quorums. Suppose a site \( s \) wants to enter the critical section (CS). The following events should occur in the order given:

1. Site \( s \) sends a “Request” message to all other sites in the structured quorum it belongs to.
2. Each site in the quorum stores incoming requests in a request queue, ordered by their timestamps.
3. A site sends a “Reply” message, indicating its consent to enter CS, only to the request at the head of its request queue, having the lowest timestamp.
4. If the site \( s \) gets a “Reply” message from all sites in the structured quorum it belongs to, it enters the CS.
5. After exiting the CS, \( s \) sends a “Relinquish” message to all sites in the structured quorum. On the receipt of the “Relinquish” message, each site removes \( s \)'s request from the head of its request queue.
6. If a new request arrives with a timestamp smaller than the request at the head of the queue, an “Inquire” message is sent to the process whose request is at the head of the queue and waits for a “Yield” or “Relinquish” message.
7. When a site \( s \) receives an “Inquire” message, it acts as follows:
   - If \( s \) has acquired all of its necessary replies to access the CS, then it simply ignores the “Inquire” message and proceeds normally and sends a “Relinquish” message after exiting the CS.
   - If \( s \) has not yet collected enough replies from its quorum, then it sends a “Yield” message to the inquiring site.
8. When a site gets the “Yield” message, it puts the pending request (on behalf of which the “Inquire” message was sent) at the head of the queue and sends a “Reply” message to the requestor.
9.9.6 Correctness proof

Mutual exclusion is guaranteed because the set of quorums satisfy the Intersection property. Proof for freedom from deadlock is similar to that of Maekawa’s algorithm. The readers are referred to the original source [14].

Example  Consider a coterie $C$ which consists of quorums $\{1,2,3\}$, $\{2,4,5\}$, and $\{4,1,6\}$. Suppose nodes 3, 5, and 6 want to enter CS, and they send requests to sites (1, 2), (2, 4), and (1, 4), respectively. Suppose site 3’s request arrives at site 2 before site 5’s request. In this case, site 2 will grant permission to site 3’s request and reject site 5’s request. Similarly, suppose site 3’s request arrives at site 1 before site 6’s request. So site 1 will grant permission to site 3’s request and reject site 6’s request. Since sites 5 and 6 did not get consent from all sites in their quorums, they do not enter the CS. Since site 3 alone gets consent from all sites in its quorum, it enters the CS and mutual exclusion is achieved.

9.10 Token-based algorithms

In token-based algorithms, a unique token is shared among the sites. A site is allowed to enter its CS if it possesses the token. A site holding the token can enter its CS repeatedly until it sends the token to some other site. Depending upon the way a site carries out the search for the token, there are numerous token-based algorithms. Next, we discuss two token-based mutual exclusion algorithms.

Before we start with the discussion of token-based algorithms, two comments are in order. First, token-based algorithms use sequence numbers instead of timestamps. Every request for the token contains a sequence number and the sequence numbers of sites advance independently. A site increments its sequence number counter every time it makes a request for the token. (A primary function of the sequence numbers is to distinguish between old and current requests.) Second, the correctness proof of token-based algorithms, that they enforce mutual exclusion, is trivial because an algorithm guarantees mutual exclusion so long as a site holds the token during the execution of the CS. Instead, the issues of freedom from starvation, freedom from deadlock, and detection of the token loss and its regeneration become more prominent.

9.11 Suzuki–Kasami’s broadcast algorithm

In Suzuki–Kasami’s algorithm [29] (Algorithm 9.7), if a site that wants to enter the CS does not have the token, it broadcasts a REQUEST message for the token to all other sites. A site that possesses the token sends it to the requesting site upon the receipt of its REQUEST message. If a site receives
a REQUEST message when it is executing the CS, it sends the token only after it has completed the execution of the CS.

Although the basic idea underlying this algorithm may sound rather simple, there are two design issues that must be efficiently addressed:

1. **How to distinguishing an outdated REQUEST message from a current REQUEST message** Due to variable message delays, a site may receive a token request message after the corresponding request has been satisfied. If a site cannot determine if the request corresponding to a token request has been satisfied, it may dispatch the token to a site that does not need it. This will not violate the correctness, however, but it may seriously degrade the performance by wasting messages and increasing the delay at sites that are genuinely requesting the token. Therefore, appropriate mechanisms should be implemented to determine if a token request message is outdated.

2. **How to determine which site has an outstanding request for the CS**

   After a site has finished the execution of the CS, it must determine what sites have an outstanding request for the CS so that the token can be dispatched to one of them. The problem is complicated because when a site $S_i$ receives a token request message from a site $S_j$, site $S_j$ may have an outstanding request for the CS. However, after the corresponding request for the CS has been satisfied at $S_j$, an issue is how to inform site $S_i$ (and all other sites) efficiently about it.

Outdated REQUEST messages are distinguished from current REQUEST messages in the following manner: a REQUEST message of site $S_j$ has the form REQUEST($j$, $n$) where $n$ ($n = 1, 2, \ldots$) is a sequence number that indicates that site $S_j$ is requesting its $n$th CS execution. A site $S_i$ keeps an array of integers $RN_i[1, \ldots, N]$ where $RN_i[j]$ denotes the largest sequence number received in a REQUEST message so far from site $S_j$. When site $S_i$ receives a REQUEST($j$, $n$) message, it sets $RN_i[j] = \max(RN_i[j], n)$. Thus, when a site $S_i$ receives a REQUEST($j$, $n$) message, the request is outdated if $RN_i[j] > n$.

Sites with outstanding requests for the CS are determined in the following manner: the token consists of a queue of requesting sites, $Q$, and an array of integers $LN[1, \ldots, N]$, where $LN[j]$ is the sequence number of the request which site $S_j$ executed most recently. After executing its CS, a site $S_i$ updates $LN[i] := RN_i[i]$ to indicate that its request corresponding to sequence number $RN_i[i]$ has been executed. Token array $LN[1, \ldots, N]$ permits a site to determine if a site has an outstanding request for the CS. Note that at site $S_i$ if $RN_i[j] = LN[j] + 1$, then site $S_j$ is currently requesting a token. After executing the CS, a site checks this condition for all the $j$’s to determine all the sites that are requesting the token and places their i.d.’s in queue $Q$ if these i.d.’s are not already present in $Q$. Finally, the site sends the token to the site whose i.d. is at the head of $Q$. 
Requesting the critical section:
(a) If requesting site $S_i$ does not have the token, then it increments its sequence number, $RN_i[i]$, and sends a REQUEST($i$, $sn$) message to all other sites. (“$sn$” is the updated value of $RN_i[i]$.)
(b) When a site $S_j$ receives this message, it sets $RN_j[i]$ to $\max(RN_j[i], sn)$. If $S_j$ has the idle token, then it sends the token to $S_i$ if $RN_j[i] = LN[i] + 1$.

Executing the critical section:
(c) Site $S_i$ executes the CS after it has received the token.

Releasing the critical section: Having finished the execution of the CS, site $S_i$ takes the following actions:
(d) It sets $LN[i]$ element of the token array equal to $RN_i[i]$.
(e) For every site $S_j$ whose i.d. is not in the token queue, it appends its i.d. to the token queue if $RN_j[i] = LN[j] + 1$.
(f) If the token queue is nonempty after the above update, $S_i$ deletes the top site i.d. from the token queue and sends the token to the site indicated by the i.d.

Algorithm 9.7 Suzuki–Kasami’s broadcast algorithm.

Thus, as shown in Algorithm 9.7, after executing the CS, a site gives priority to other sites with outstanding requests for the CS (over its pending requests for the CS). Note that Suzuki–Kasami’s algorithm is not symmetric because a site retains the token even if it does not have a request for the CS, which is contrary to the spirit of Ricart and Agrawala’s definition of symmetric algorithm: “no site possesses the right to access its CS when it has not been requested.”

Correctness
Mutual exclusion is guaranteed because there is only one token in the system and a site holds the token during the CS execution.

Theorem 9.3 A requesting site enters the CS in finite time.

Proof Token request messages of a site $S_i$ reach other sites in finite time. Since one of these sites will have token in finite time, site $S_i$’s request will be placed in the token queue in finite time. Since there can be at most $N - 1$ requests in front of this request in the token queue, site $S_i$ will get the token and execute the CS in finite time. □

Performance
The beauty of the Suzuki–Kasami algorithm lies in its simplicity and efficiency. No message is needed and the synchronization delay is zero if a site
 holds the idle token at the time of its request. If a site does not hold the token when it makes a request, the algorithm requires $N$ messages to obtain the token. The synchronization delay in this algorithm is 0 or $T$.

### 9.12 Raymond’s tree-based algorithm

Raymond’s tree-based mutual exclusion algorithm [19] uses a spanning tree of the computer network to reduce the number of messages exchanged per critical section execution. The algorithm exchanges only $O(\log N)$ messages under light load, and approximately four messages under heavy load to execute the CS, where $N$ is the number of nodes in the network.

The algorithm assumes that the underlying network guarantees message delivery. The time or order of message arrival cannot be predicted. All nodes of the network are completely reliable. (Only for the initial part of the discussion, i.e., until node failure is discussed.) If the network is viewed as a graph, where the nodes in the network are the vertices of the graph, and the links between nodes are the edges of the graph, a spanning tree of a network of $N$ nodes will be a tree that contains all $N$ nodes. A minimal spanning tree is one such tree with minimum cost. Typically, this cost function is based on the network link characteristics. The algorithm operates on a minimal spanning tree of the network topology or logical structure imposed on the network.

The algorithm considers the network nodes to be arranged in an unrooted tree structure as shown in Figure 9.17. Messages between nodes traverse along the undirected edges of the tree in the Figure 9.17. The tree is also a spanning tree of the seven nodes A, B, C, D, E, F, and G. It also turns out to be a minimal spanning tree because it is the only spanning tree of these seven nodes. A node needs to hold information about and communicate only to its immediate-neighboring nodes. In Figure 9.17, for example, node C holds information about and communicates only to nodes B, D, and G; it does not need to know about the other nodes A, E, and F for the operation of the algorithm.

Similar to the concept of tokens used in token-based algorithms, this algorithm uses a concept of privilege to signify which node has the privilege to enter the critical section. Only one node can be in possession of the privilege (called the privileged node) at any time, except when the privilege is in transit.
from one node to another in the form of a PRIVILEGE message. When there are no nodes requesting for the privilege, it remains in possession of the node that last used it.

### 9.12.1 The HOLDER variables

Each node maintains a HOLDER variable that provides information about the placement of the privilege in relation to the node itself. A node stores in its HOLDER variable the identity of a node that it thinks has the privilege or leads to the node having the privilege. The HOLDER variables of all the nodes maintain directed paths from each node to the node in the possession of the privilege.

For two nodes X and Y, if \( \text{HOLDER}_X = Y \), we could redraw the undirected edge between the nodes X and Y as a directed edge from X to Y. Thus, for instance, if node G holds the privilege, Figure 9.17 can be redrawn with logically directed edges as shown in Figure 9.18. The shaded node represents the privileged node. The following will be the values of the HOLDER variables of various nodes:

\[
\text{HOLDER}_A = B \quad \text{(Since the privilege is located in a sub-tree of A denoted by B.)}
\]

Proceeding with similar reasoning, we have

\[
\begin{align*}
\text{HOLDER}_B &= C, \\
\text{HOLDER}_C &= G, \\
\text{HOLDER}_D &= C, \\
\text{HOLDER}_E &= A, \\
\text{HOLDER}_F &= B, \\
\text{HOLDER}_G &= \text{self}.
\end{align*}
\]

Now suppose that node B, which does not hold the privilege, wants to execute the critical section. Then B sends a REQUEST message to \( \text{HOLDER}_B \), i.e., C, which in turn forwards the REQUEST message to \( \text{HOLDER}_C \), i.e., G. So a series of REQUEST messages flow between the node making the request for the privilege and the node having the privilege.

---

**Figure 9.18** Tree with logically directed edges, all pointing in a direction towards node G – the privileged node.
Table 9.1 Variables used in the algorithm.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Possible values</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOLDER</td>
<td>“self” or the identity of one of the immediate neighbors.</td>
<td>Indicates the location of the privileged node in relation to the current node.</td>
</tr>
<tr>
<td>USING</td>
<td>True or false.</td>
<td>Indicates if the current node is executing the critical section.</td>
</tr>
<tr>
<td>REQUEST_Q</td>
<td>A FIFO queue that could contain “self” or the identities of immediate neighbors as elements.</td>
<td>The REQUEST_Q of a node consists of the identities of those immediate neighbors that have requested for privilege but have not yet been sent the privilege.</td>
</tr>
<tr>
<td>ASKED</td>
<td>True or false.</td>
<td>Indicates if node has sent a request for the privilege.</td>
</tr>
</tbody>
</table>

The privileged node G, if it no longer needs the privilege, sends the PRIVILEGE message to its neighbor C, which made a request for the privilege, and resets HOLDER\(_G\) to C. Node C, in turn, forwards the PRIVILEGE to node B, since it had requested the privilege on behalf of B. Node C also resets HOLDER\(_C\) to B. The tree in Figure 9.18 will now look as shown in Figure 9.19.

Thus, at any stage, except when the PRIVILEGE message is in transit, the HOLDER variables collectively make sure that directed paths are maintained from each of the \(N – 1\) nodes to the privileged node in the network.

9.12.2 The operation of the algorithm

Data structures
Each node maintains variables that are defined in Table 9.1. The value “self” is placed in REQUEST_Q if the node makes a request for the privilege for its own use. The maximum size of REQUEST_Q of a node is the number of immediate neighbors + 1 (for “self”). ASKED prevents the sending of duplicate requests for privilege, and also makes sure that the REQUEST_Qs of the various nodes do not contain any duplicate elements.
9.12.3 Description of the algorithm

The algorithm consists of the following parts:

- ASSIGN_PRIVILEGE;
- MAKE_REQUEST;
- events;
- message overtaking.

ASSIGN_PRIVILEGE
This is a routine to effect the sending of a PRIVILEGE message. A privileged node will send a PRIVILEGE message if:

- it holds the privilege but is not using it;
- its REQUEST_Q is not empty; and
- the element at the head of its REQUEST_Q is not “self.” That is, the oldest request for privilege must have come from another node.

A situation where “self” is at the head of REQUEST_Q may occur immediately after a node receives a PRIVILEGE message. The node will enter into the critical section after removing “self” from the head of REQUEST_Q. If the i.d. of another node is at the head of REQUEST_Q, then it is removed from the queue and a PRIVILEGE message is sent to that node. Also, the variable ASKED is set to false since the currently privileged node will not have sent a request to the node (called HOLDER-to-be) that is about to receive the PRIVILEGE message.

MAKE_REQUEST
This is a routine to effect the sending of a REQUEST message. An unprivileged node will send a REQUEST message if:

- it does not hold the privilege;
- its REQUEST_Q is not empty, i.e., it requires the privilege for itself, or on behalf of one of its immediate neighboring nodes; and
- it has not sent a REQUEST message already.

The variable ASKED is set to true to reflect the sending of the REQUEST message. The MAKE_REQUEST routine makes no change to any other variables. The variable ASKED will be true at a node when it has sent REQUEST message to an immediate neighbor and has not received a response. The variable will be false otherwise. A node does not send any REQUEST messages, if ASKED is true at that node. Thus the variable ASKED makes sure that unnecessary REQUEST messages are not sent from the unprivileged node, and consequently ensures that the REQUEST_Q of an immediate neighbor does not contain duplicate entries of a neighboring node. This makes the REQUEST_Q of any node bounded, even when operating under heavy load.
Table 9.2  Events in the algorithms.

<table>
<thead>
<tr>
<th>Event</th>
<th>Algorithm functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>A node wishes to execute critical section.</td>
<td>Enqueue (REQUEST_Q, Self); ASSIGN_PRIVILEGE; MAKE_REQUEST</td>
</tr>
<tr>
<td>A node receives a REQUEST message from one of its immediate neighbors X.</td>
<td>Enqueue (REQUEST_Q, X); ASSIGN_PRIVILEGE; MAKE_REQUEST</td>
</tr>
<tr>
<td>A node receives a PRIVILEGE message.</td>
<td>HOLDER := self; ASSIGN_PRIVILEGE; MAKE_REQUEST</td>
</tr>
<tr>
<td>A node exits the critical section.</td>
<td>USING := false; ASSIGN_PRIVILEGE; MAKE_REQUEST</td>
</tr>
</tbody>
</table>

Events
The four events that constitute the algorithm are shown in Table 9.2.

- **A node wishes critical section entry**  If it is the privileged node, the node could enter the critical section using the ASSIGN_PRIVILEGE routine. If not, the node could send a REQUEST message using the MAKE_REQUEST routine in order to get the privilege.

- **A node receives a REQUEST message from one of its immediate neighbors**  If this node is the current HOLDER, it may send the PRIVILEGE to a requesting node using the ASSIGN_PRIVILEGE routine. If not, it could forward the request using the MAKE_REQUEST routine.

- **A node receives a PRIVILEGE message**  The ASSIGN_PRIVILEGE routine could result in the execution of the critical section at the node, or may forward the privilege to another node. After the privilege is forwarded, the MAKE_REQUEST routine could send a REQUEST message to reacquire the privilege, for a pending request at this node.

- **A node exits the critical section**  On exit from the critical section, this node may pass the privilege on to a requesting node using the ASSIGN_PRIVILEGE routine. It may then use the MAKE_REQUEST routine to get back the privilege, for a pending request at this node.

Message overtaking
This algorithm does away with the use of sequence numbers because of its inherent operations and by the acyclic structure it employs. Figure 9.20 shows the logical pattern of message flow between any two neighboring nodes (nodes A and B here).

If any message overtaking occurs between nodes A and B, it can occur when a PRIVILEGE message is sent from node A to node B, which is then very closely followed by a REQUEST message from node A to node B. In other words, node A sends the privilege and immediately wants it back. Such
message overtaking as described above will not affect the operation of the algorithm. If node B receives the REQUEST message from node A before receiving the PRIVILEGE message from node A, A’s request will be queued in REQUEST_Q_B. Since B is not a privileged node, it will not be able to send a privilege to node A in reply. When node B receives the PRIVILEGE message from A after receiving the REQUEST message, it could enter the critical section or could send a PRIVILEGE message to an immediate neighbor at the head of REQUEST_Q_B, which need not be node A. So message overtaking does not affect the algorithm.

9.12.4 Correctness

The algorithm provides the following guarantees:

- mutual exclusion is guaranteed;
- deadlock is impossible;
- starvation is impossible.

**Mutual exclusion is guaranteed**

The algorithm ensures that, at any instant of time, no more than one node holds the privilege, which is a necessity for mutual exclusion. Whenever a node receives a PRIVILEGE message, it becomes privileged. Similarly, whenever a node sends a PRIVILEGE message, it becomes unprivileged. Between the instants one node becomes unprivileged and another node becomes privileged, there is no privileged node. Thus, there is at most one privileged node at any point of time in the network.

**Deadlock is impossible**

When the critical section is free, and one or more nodes want to enter the critical section but are not able to do so, a deadlock may occur. This could happen due to any of the following scenarios:

1. The privilege cannot be transferred to a node because no node holds the privilege.
2. The node in possession of the privilege is unaware that there are other nodes requiring the privilege.
3. The PRIVILEGE message does not reach the requesting unprivileged node.

None of the above three scenarios can occur in this algorithm, thus guarding against deadlocks. Scenario 1 can never occur in this algorithm because we have assumed that nodes do not fail and messages are not lost. There can never be a situation where REQUEST messages do not arrive at the privileged node. The logical pattern established using HOLDER variables ensures that a node that needs the privilege sends a REQUEST message either to a node holding the privilege or to a node that has a path to a node holding the privilege. Thus scenario 2 can never occur in this algorithm. The series of REQUEST messages are enqueued in the REQUEST_Qs of various nodes such that the REQUEST_Qs of those nodes collectively provide a logical path for the transfer of the PRIVILEGE message from the privileged node to the requesting unprivileged nodes. So scenario 3 can never occur in this algorithm.

Starvation is impossible
When node A holds the privilege, and node B requests the privilege, the identity of B or the i.d.s of the proxy nodes for node B will be present in the REQUEST_Qs of various nodes in the path connecting the requesting node to the currently privileged node. So, depending upon the position of the i.d. of node B in those REQUEST_Qs, node B will sooner or later receive the privilege. Thus once node B’s REQUEST message reaches the privileged node A, node B is sure to receive the privilege.

To better illustrate, let us consider Figure 9.19. Node B is the current holder of the privilege. Suppose that node C is already at the head of REQUEST_Q_B. Assume that the REQUEST_Qs of all other nodes are empty. Now if node E wants to enter the critical section, it will send a REQUEST message to its immediate neighbor, node A. We will show that node E does not starve. Assume that B is executing the critical section by the time E’s REQUEST is propagated to node B. At this instance, the REQUEST_Qs of E, A, and B will be as follows:

\[
\begin{align*}
\text{REQUEST}_E &= \text{self}, \\
\text{REQUEST}_A &= E, \\
\text{REQUEST}_B &= C, A.
\end{align*}
\]

When node B exits the critical section, it removes the node at the head of REQUEST_Q_B, i.e., node C, and send the privilege to node C. Node B will then send a REQUEST to node C on behalf of node A, which requested privilege on behalf of node E. After node C receives the privilege and completes
executing the critical section, the REQUEST_Qs of nodes C, B, A, and E will look as follows:

REQUEST_Q_C = B,
REQUEST_Q_B = A,
REQUEST_Q_A = E,
REQUEST_Q_E = self.

Now, the next node to receive the privilege will be node E, a fact that is represented by the logical path “BAE” that the REQUEST_Qs of nodes C, B, and A form. Since node B had requested privilege on behalf of node A, and node A on behalf of node E, the PRIVILEGE ultimately gets propagated to node E. Thus, a node never starves.

9.12.5 Cost and performance analysis

The algorithm exhibits the following worst-case cost: \((2 \times \text{longest path length of the tree})\) messages per critical section entry. This happens when the privilege is to be passed between nodes at either end of the longest path of the minimal spanning tree. Thus the worst possible network topology for this algorithm will be one where all nodes are arranged in a straight line. In a straight line the longest path length will be \(N - 1\), and thus the algorithm will exchange \(2 \times (N - 1)\) messages per CS execution. However, if all nodes generate equal number of REQUEST messages for the privilege, the average number of messages needed per critical section entry will be approximately \(2N/3\) because the average distance between a requesting node and a privileged node is \((N + 1)/3\).

The best topology for the algorithm is the radiating star topology. The worst-case cost of this algorithm for this topology is \(O(\log_{K-1} N)\). Even among radiating star topologies, trees with higher fan-outs are preferred. The longest path length of such trees is typically \(O(\log N)\). Thus, on average, this algorithm involves the exchange of \(O(\log N)\) messages per critical section execution.

When under heavy load, the algorithm exhibits an interesting property: “as the number of nodes requesting the privilege increases, the number of messages exchanged per critical section entry decreases.” In fact, it requires the exchange of only four messages per CS execution as explained below.

When all nodes are sending privilege requests, PRIVILEGE messages travel along all \(N - 1\) edges of the minimal spanning tree exactly twice to give the privilege to all \(N\) nodes. Each of these PRIVILEGE messages travel in response to a REQUEST message. Thus, a total of \(4 \times (N - 1)\) messages travel across the minimal spanning tree. Hence, the total number of messages exchanged per critical section execution is \(4(N - 1)/N\), which is approximately 4.
9.12.6 Algorithm initialization

Algorithm initialization begins with one node being chosen as the privileged node. This node then sends INITIALIZE messages to its immediate neighbors. On receiving the INITIALIZE message, a node sets its HOLDER variable to the node that sent the INITIALIZE message, and send INITIALIZE messages to its own immediate neighbors. Once INITIALIZE message is received, a node can start making privilege requests even if the entire tree is not initialized.

The initialization of the following variables is the same at all nodes:

\[
\begin{align*}
\text{USING} & := \text{false}, \\
\text{ASKED} & := \text{false}, \\
\text{REQUEST}_Q & := \text{empty}.
\end{align*}
\]

9.12.7 Node failures and recovery

If a node fails, lost information can be reconstructed on restart. Once a node restarts, it enters into a recovery phase and selects a delay period for the recovery phase in order to get back all the lost information. It sends RESTART messages to its immediate neighbors and waits for ADVISE messages. During the recovery phase, the node can still receive REQUEST and PRIVILEGE messages; it acts as any normal node would act in response to those messages except that ASSIGN_PRIVILEGE and MAKE_REQUEST routines are not executed.

The ADVISE message that a recovering node A receives from each immediate neighbor B will contain information on the HOLDER, ASKED, and REQUEST_Q variables of B, from which A can reconstruct its own HOLDER, ASKED, and REQUEST_Q variables.

For example, if \(\text{HOLDER}_B = A\) for all immediate neighbors B of node A, it means node A holds the privilege, and hence \(\text{HOLDER}_A = \text{self}\). Similar reasoning can be applied to determine value of \(\text{ASKED}_A\) and the elements of \(\text{REQUEST}_Q_A\). REQUEST_Q_A can be reconstructed but the elements may not be in proper order. To ensure proper order, the ADVISE messages could provide real or logical timestamps for its REQUEST messages. USING_A can be set to false.

The recovering node’s REQUEST_Q can have duplicates if it processes REQUEST messages sent currently and the ones it receives in the ADVISE messages. However, this does not affect the working of the algorithm as long as the REQUEST_Q is large enough to accommodate such situations. A node can also possibly fail when recovering from an earlier failure. In such a case, ASSIST messages related to the first recovery phase can be identified by making use of the delay chosen for recovery or unique identifiers, and those messages can be discarded.
9.13 Chapter summary

Mutual exclusion is a fundamental problem in distributed computing systems, where concurrent access to a shared resource or data is serialized. Mutual exclusion in a distributed system requires that only one process be allowed to execute the critical section at any given time. Mutual exclusion algorithms for distributed computing systems have been designed based on three approaches: token-based approach, non-token-based approach, and quorum-based approach. In token-based algorithms, a unique token is shared among the sites and a site is allowed to enter its critical section only if it possesses the token. Depending upon the way the token is managed in the system, there are several token-based algorithms.

In the non-token-based approach, sites exchange two or more rounds of messages to determine which site will enter the critical section next. In the quorum-based approach, each site requests permission from a subset of sites (called a quorum). The quorums are formed in such a way that when two sites concurrently request access to the CS, at least one site receives both the requests and which is responsible to make sure that only one request executes the critical section at any time.

A large number of mutual exclusion algorithms based on these approaches have been developed. In this chapter, we described a set of representative mutual exclusion algorithms. Early mutual exclusion algorithms were static in the sense they always take the same course of actions to invoke mutual exclusion regardless of the state of the system. These algorithms lack efficiency because these algorithms fail to exploit the changing conditions in the system. Lately, dynamic mutual exclusion algorithms have been developed. Such algorithms exploit dynamic conditions of the system to optimize the performance.

9.14 Exercises

**Exercise 9.1** Consider the following simple method to enforce mutual exclusion: all sites are arranged in a logical ring fashion and a unique token circulates around the ring hopping from a site to another site. When a site needs to execute its CS, it waits for the token, grabs the token, executes the CS, and then dispatches the token to the next site on the ring. If a site does not need the token on its arrival, it immediately dispatches the token to the next site (in zero time).

1. What is the response time when the load is low?
2. What is the response time when the load is heavy?

Assume there are $N$ sites, the message/token delay is $T$, and the CS execution time is $E$.

**Exercise 9.2** In Lamport’s algorithm, condition L1 can hold concurrently at several sites. Why do we need this condition for guaranteeing mutual exclusion?
Exercise 9.3 Show that in Lamport’s algorithm if a site $S_i$ is executing the critical section, then $S_i$’s request need not be at the top of the request queue at another site $S_j$. Is this still true when there are no messages in transit?

Exercise 9.4 What is the purpose of a REPLY message in Lamport’s algorithm? Note that it is not necessary that a site must always return a REPLY message in response to a REQUEST message. State the condition under which a site does not have to return REPLY message. Also, give the new message complexity per critical section execution in this case.

Exercise 9.5 Show that in the Ricart–Agrawala algorithm the critical section is accessed in increasing order of timestamp. Does the same hold in Maekawa’s algorithm?

Exercise 9.6 Mutual exclusion can be achieved using the following simple method in a distributed system (called the “centralized” mutual exclusion algorithm): to access the shared resource, a site sends the request to the site that contains the resource. This site executes the requests using any classical methods for mutual exclusion (like semaphores).

Discuss what prompted Lamport’s mutual exclusion algorithm even though it requires many more messages ($3(N - 1)$ as compared to only 3).

Exercise 9.7 Show that in Lamport’s algorithm the critical section is accessed in increasing order of timestamp.

Exercise 9.8 Show by examples that the staircase configuration among sites is preserved in Singhal’s dynamic mutual exclusion algorithm when two or more sites request the CS concurrently and have executed the CSs.

### Notes on references

Singhal gives a taxonomy on distributed mutual exclusion in [24]. Raynal presents a survey of mutual exclusion algorithms in [20]. A large number of token-based mutual exclusion algorithms have appeared in last several years, e.g., mutual exclusion algorithms by Ahamad and Bernabeu [2], Helary et al. [10], Naimi and Trehel [15], Chang et al. [6], and Neilsen and Mizuno [16]. In [23], Saxena and Rai present a survey of permission-based distributed mutual exclusion algorithms.


Sanders [22] gave the concept of information structures to develop a generalized mutual exclusion algorithm. Other mutual exclusion algorithms can be found in [3, 4, 17, 25].
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CHAPTER 10

Deadlock detection in distributed systems

10.1 Introduction

Deadlocks are a fundamental problem in distributed systems and deadlock detection in distributed systems has received considerable attention in the past. In distributed systems, a process may request resources in any order, which may not be known a priori, and a process can request a resource while holding others. If the allocation sequence of process resources is not controlled in such environments, deadlocks can occur. A deadlock can be defined as a condition where a set of processes request resources that are held by other processes in the set.

Deadlocks can be dealt with using any one of the following three strategies: deadlock prevention, deadlock avoidance, and deadlock detection. Deadlock prevention is commonly achieved by either having a process acquire all the needed resources simultaneously before it begins execution or by pre-empting a process that holds the needed resource. In the deadlock avoidance approach to distributed systems, a resource is granted to a process if the resulting global system is safe. Deadlock detection requires an examination of the status of the process–resources interaction for the presence of a deadlock condition. To resolve the deadlock, we have to abort a deadlocked process.

In this chapter, we study several distributed deadlock detection techniques based on various strategies.

10.2 System model

A distributed system consists of a set of processors that are connected by a communication network. The communication delay is finite but unpredictable. A distributed program is composed of a set of $n$ asynchronous processes $P_1, P_2, \ldots, P_i, \ldots, P_n$ that communicate by message passing over the communication network. Without loss of generality we assume that each process is running on a different processor. The processors do not share a common
global memory and communicate solely by passing messages over the communication network. There is no physical global clock in the system to which processes have instantaneous access. The communication medium may deliver messages out of order, messages may be lost, garbled, or duplicated due to timeout and retransmission, processors may fail, and communication links may go down. The system can be modeled as a directed graph in which vertices represent the processes and edges represent unidirectional communication channels.

We make the following assumptions:

- The systems have only reusable resources.
- Processes are allowed to make only exclusive access to resources.
- There is only one copy of each resource.

A process can be in two states, running or blocked. In the running state (also called active state), a process has all the needed resources and is either executing or is ready for execution. In the blocked state, a process is waiting to acquire some resource.

10.2.1 Wait-for graph (WFG)

In distributed systems, the state of the system can be modeled by directed graph, called a wait-for graph (WFG). In a WFG, nodes are processes and there is a directed edge from node $P_1$ to node $P_2$ if $P_1$ is blocked and is waiting for $P_2$ to release some resource. A system is deadlocked if and only if there exists a directed cycle or knot in the WFG.

Figure 10.1 shows a WFG, where process $P_{11}$ of site 1 has an edge to process $P_{21}$ of site 1 and an edge to process $P_{32}$ of site 2. Process $P_{32}$ of site 2 is waiting for a resource that is currently held by process $P_{33}$ of site 3. At the same time process $P_{21}$ at site 1 is waiting on process $P_{24}$ at site 4 to release a resource, and so on. If $P_{33}$ starts waiting on process $P_{24}$, then processes in the WFG are involved in a deadlock depending upon the request model.

10.3 Preliminaries

10.3.1 Deadlock handling strategies

There are three strategies for handling deadlocks, viz., deadlock prevention, deadlock avoidance, and deadlock detection. Handling of deadlocks becomes highly complicated in distributed systems because no site has accurate knowledge of the current state of the system and because every inter-site communication involves a finite and unpredictable delay. Deadlock prevention is commonly achieved either by having a process acquire all the needed
resources simultaneously before it begins executing or by pre-empting a process that holds the needed resource. This approach is highly inefficient and impractical in distributed systems.

In deadlock avoidance approach to distributed systems, a resource is granted to a process if the resulting global system state is safe (note that a global state includes all the processes and resources of the distributed system). Due to several problems, however, deadlock avoidance is impractical in distributed systems.

Deadlock detection requires an examination of the status of process–resource interactions for the presence of cyclic wait. Deadlock detection in distributed systems seems to be the best approach to handle deadlocks in distributed systems. In this chapter, we limit the discussion to deadlock detection techniques in distributed systems.

### 10.3.2 Issues in deadlock detection

Deadlock handling using the approach of deadlock detection entails addressing two basic issues: first, detection of existing deadlocks and, second, resolution of detected deadlocks.

**Detection of deadlocks**

Detection of deadlocks involves addressing two issues: maintenance of the WFG and searching of the WFG for the presence of cycles (or knots). Since, in distributed systems, a cycle or knot may involve several sites, the search for cycles greatly depends upon how the WFG of the system is represented across the system. Depending upon the way WFG information is
maintained and the search for cycles is carried out, there are centralized, distributed, and hierarchical algorithms for deadlock detection in distributed systems [43].

Correctness criteria
A deadlock detection algorithm must satisfy the following two conditions:

- **Progress (no undetected deadlocks)** The algorithm must detect all existing deadlocks in a finite time. Once a deadlock has occurred, the deadlock detection activity should continuously progress until the deadlock is detected. In other words, after all wait-for dependencies for a deadlock have formed, the algorithm should not wait for any more events to occur to detect the deadlock.

- **Safety (no false deadlocks)** The algorithm should not report deadlocks that do not exist (called phantom or false deadlocks). In distributed systems where there is no global memory and there is no global clock, it is difficult to design a correct deadlock detection algorithm because sites may obtain an out-of-date and inconsistent WFG of the system. As a result, sites may detect a cycle that never existed but whose different segments existed in the system at different times. This is the main reason why many deadlock detection algorithms reported in the literature are incorrect.

Resolution of a detected deadlock
Deadlock resolution involves breaking existing wait-for dependencies between the processes to resolve the deadlock. It involves rolling back one or more deadlocked processes and assigning their resources to blocked processes so that they can resume execution. Note that several deadlock detection algorithms propagate information regarding wait-for dependencies along the edges of the wait-for graph. Therefore, when a wait-for dependency is broken, the corresponding information should be immediately cleaned from the system. If this information is not cleaned in a timely manner, it may result in detection of phantom deadlocks. Untimely and inappropriate cleaning of broken wait-for dependencies is the main reason why many deadlock detection algorithms reported in the literature are incorrect.

10.4 Models of deadlocks

Distributed systems allow many kinds of resource requests. A process might require a single resource or a combination of resources for its execution. This section introduces a hierarchy of request models starting with very restricted forms to the ones with no restrictions whatsoever. This hierarchy shall be used to classify deadlock detection algorithms based on the complexity of the resource requests they permit.
10.4.1 The single-resource model

The single-resource model is the simplest resource model in a distributed system, where a process can have at most one outstanding request for only one unit of a resource. Since the maximum out-degree of a node in a WFG for the single resource model can be 1, the presence of a cycle in the WFG shall indicate that there is a deadlock. In a later section, an algorithm to detect deadlock in the single-resource model is presented.

10.4.2 The AND model

In the AND model, a process can request more than one resource simultaneously and the request is satisfied only after all the requested resources are granted to the process. The requested resources may exist at different locations. The out degree of a node in the WFG for AND model can be more than 1. The presence of a cycle in the WFG indicates a deadlock in the AND model. Each node of the WFG in such a model is called an AND node.

Consider the example WFG described in the Figure 10.1. Process $P_{11}$ has two outstanding resource requests. In case of the AND model, $P_{11}$ shall become active from idle state only after both the resources are granted. There is a cycle $P_{11} \rightarrow P_{21} \rightarrow P_{24} \rightarrow P_{54} \rightarrow P_{11}$, which corresponds to a deadlock situation.

In the AND model, if a cycle is detected in the WFG, it implies a deadlock but not vice versa. That is, a process may not be a part of a cycle, it can still be deadlocked. Consider process $P_{44}$ in Figure 10.1. It is not a part of any cycle but is still deadlocked as it is dependent on $P_{24}$, which is deadlocked. Since in the single-resource model, a process can have at most one outstanding request, the AND model is more general than the single-resource model.

10.4.3 The OR model

In the OR model, a process can make a request for numerous resources simultaneously and the request is satisfied if any one of the requested resources is granted. The requested resources may exist at different locations. If all requests in the WFG are OR requests, then the nodes are called OR nodes. Presence of a cycle in the WFG of an OR model does not imply a deadlock in the OR model. To make it more clear, consider Figure 10.1. If all nodes are OR nodes, then process $P_{11}$ is not deadlocked because once process $P_{33}$ releases its resources, $P_{32}$ shall become active as one of its requests is satisfied. After $P_{32}$ finishes execution and releases its resources, process $P_{11}$ can continue with its processing.

In the OR model, the presence of a knot indicates a deadlock [19]. In a WFG, a vertex $v$ is in a knot if for all $u :: u$ is reachable from $v :: v$ is reachable from $u$. No paths originating from a knot shall have dead ends.
A deadlock in the OR model can be intuitively defined as follows [6]: a process $P_i$ is blocked if it has a pending OR request to be satisfied. With every blocked process, there is an associated set of processes called dependent set. A process shall move from an *idle* to an *active* state on receiving a grant message from any of the processes in its dependent set. A process is permanently blocked if it never receives a grant message from any of the processes in its dependent set. Intuitively, a set of processes $S$ is deadlocked if all the processes in $S$ are permanently blocked. To formally state that a set of processes is deadlocked, the following conditions hold true:

1. Each of the process is the set $S$ is blocked.
2. The dependent set for each process in $S$ is a subset of $S$.
3. No grant message is in transit between any two processes in set $S$.

We now show that a set of processes $S$ shall remain permanently blocked in the OR model if the above conditions are met. A blocked process $P$ is the set $S$ becomes *active* only after receiving a grant message from a process in its dependent set, which is a subset of $S$. Note that no grant message can be expected from any process in $S$ because they are all blocked. Also, the third condition states that no grant messages in transit between any two processes in set $S$. So, all the processes in set $S$ are permanently blocked.

Hence, deadlock detection in the OR model is equivalent to finding knots in the graph. Note that, there can be a deadlocked process that is not a part of a knot. Consider Figure 10.1, where $P_{44}$ can be deadlocked even though it is not in a knot. So, in an OR model, a blocked process $P$ is deadlocked if it is either in a knot or it can only reach processes on a knot.

### 10.4.4 The AND-OR model

A generalization of the previous two models (OR model and AND model) is the AND-OR model. In the AND-OR model, a request may specify any combination of *and* and *or* in the resource request. For example, in the AND-OR model, a request for multiple resources can be of the form $x \text{ and } (y \text{ or } z)$. The requested resources may exist at different locations. To detect the presence of deadlocks in such a model, there is no familiar construct of graph theory using WFG. Since a deadlock is a stable property (i.e., once it exists, it does not go away by itself), this property can be exploited and a deadlock in the AND-OR model can be detected by repeated application of the test for OR-model deadlock. However, this is a very inefficient strategy. Efficient algorithms to detect deadlocks in AND-OR model are discussed in [16].

### 10.4.5 The *$(p_q)$* model

Another form of the AND-OR model is the *$(p_q)$* model (called the $P$-out-of-$Q$ model), which allows a request to obtain any $k$ available resources from a pool
of $n$ resources. Both the models are the same in expressive power. However, $(p_q)$ model lends itself to a much more compact formation of a request. Every request in the $(p_q)$ model can be expressed in the AND-OR model and vice-versa. Note that AND requests for $p$ resources can be stated as $(p_p)$ and OR requests for $p$ resources can be stated as $(p_1)$.

### 10.4.6 Unrestricted model

In the unrestricted model, no assumptions are made regarding the underlying structure of resource requests. In this model, only one assumption that the deadlock is stable is made and hence it is the most general model. This way of looking at the deadlock problem helps in separation of concerns: concerns about properties of the problem (stability and deadlock) are separated from underlying distributed systems computations (e.g., message passing versus synchronous communication). Hence, these algorithms can be used to detect other stable properties as they deal with this general model. But, these algorithms are of more theoretical value for distributed systems since no further assumptions are made about the underlying distributed systems computations which leads to a great deal of overhead (which can be avoided in simpler models like AND or OR models).

### 10.5 Knapp’s classification of distributed deadlock detection algorithms

Distributed deadlock detection algorithms can be divided into four classes [22]: path-pushing, edge-chasing, diffusion computation, and global state detection.

#### 10.5.1 Path-pushing algorithms

In path-pushing algorithms, distributed deadlocks are detected by maintaining an explicit global WFG. The basic idea is to build a global WFG for each site of the distributed system. In this class of algorithm, whenever deadlock computation is performed, each site sends its local WFG to all the neighboring sites. After the local data structure of each site is updated, this updated WFG is then passed along to other sites, and the procedure is repeated until one site has a sufficiently complete picture of the global state to announce deadlock or to establish that no deadlocks are present. This feature of sending around the paths of the global WFG has led to the term path-pushing algorithms.

Examples of such algorithms are Menasce-Muntz [33], Gligor and Shattuck [11], Ho and Ramamoorthy [18], and Obermarck [38].
10.5.2 Edge-chasing algorithms

In an edge-chasing algorithm, the presence of a cycle in a distributed graph structure is verified by propagating special messages called probes along the edges of the graph. These probe messages are different to the request and reply messages. The formation of a cycle can be detected by a site if it receives the matching probe sent by it previously.

Whenever a process that is executing receives a probe message, it simply discards this message and continues. Only blocked processes propagate probe messages along their outgoing edges. An interesting variation of this method can be found in Mitchell [35], where probes are sent upon request and in the opposite direction of the edges.

The main advantage of edge-chasing algorithms is that probes are fixed size messages that are normally very short. Examples of such algorithms include the Chandy et al. [6], Choudhary et al. [7], Kshemkalyani–Singhal [27], and Sinha–Natarajan [42] algorithms.

10.5.3 Diffusing computation-based algorithms

In diffusion computation-based distributed deadlock detection algorithms, deadlock detection computation is diffused through the WFG of the system. These algorithms make use of echo algorithms to detect deadlocks [5]. This computation is superimposed on the underlying distributed computation. If this computation terminates, the initiator declares a deadlock. The main feature of the superimposed computation is that the global WFG is implicitly reflected in the structure of the computation. The actual WFG is never built explicitly.

To detect a deadlock, a process sends out query messages along all the outgoing edges in the WFG. These queries are successively propagated (i.e., diffused) through the edges of the WFG. Queries are discarded by a running process and are echoed back by blocked processes in the following way: when a blocked process first receives a query message for a particular deadlock detection initiation, it does not send a reply message until it has received a reply message for every query it sent (to its successors in the WFG). For all subsequent queries for this deadlock detection initiation, it immediately sends back a reply message. The initiator of a deadlock detection detects a deadlock when it has received a reply for every query it has sent out. Examples of these types of deadlock detection algorithms include the Chandy–Misra–Haas algorithm for one OR model [6] and the Chandy–Herman algorithm [16].

10.5.4 Global state detection-based algorithms

Global state detection-based deadlock detection algorithms exploit the following facts: (i) a consistent snapshot of a distributed system can be obtained without freezing the underlying computation, and (ii) a consistent snapshot may not represent the system state at any moment in time, but if a stable
property holds in the system before the snapshot collection is initiated, this property will still hold in the snapshot.

Therefore, distributed deadlocks can be detected by taking a snapshot of the system and examining it for the condition of a deadlock. Examples of these types of algorithms include the Bracha–Toueg [2], Wang et al. [45], and Kshemkalyani–Singhal [26] algorithms.

10.6 Mitchell and Merritt’s algorithm for the single-resource model

Mitchell and Merritt’s algorithm [35] belongs to the class of edge-chasing algorithms where probes are sent in the opposite direction to the edges of the WFG. When a probe initiated by a process comes back to it, the process declares deadlock. The algorithm has many good features, such as:

1. Only one process in a cycle detects the deadlock. This simplifies the deadlock resolution – this process can abort itself to resolve the deadlock. This algorithm can be improvised by including priorities, and the lowest priority process in a cycle detects deadlock and aborts.

2. In this algorithm, a process that is detected in deadlock is aborted spontaneously, even though under this assumption phantom deadlocks cannot be excluded. It can be shown, however, that only genuine deadlocks will be detected in the absence of spontaneous aborts.

Each node of the WFG has two local variables, called labels: a private label, which is unique to the node at all times, though it is not constant, and a public label, which can be read by other processes and which may not be unique. Each process is represented as $u/v$, where $u$ and $v$ are the public and private labels, respectively. Initially, private and public labels are equal for each process.

A global WFG is maintained and it defines the entire state of the system. The algorithm is defined by the four state transitions shown in Figure 10.2, where $z = inc(u, v)$, and $inc(u, v)$ yields a unique label greater than both $u$ and $v$. Labels that are not shown do not change. Block creates an edge in the WFG. Two messages are needed: one resource request and one message back to the blocked process to inform it of the public label of the process it is waiting for. Activate denotes that a process has acquired the resource from the process it was waiting for. Transmit propagates larger labels in the opposite direction to the edges by sending a probe message. Whenever a process receives a probe that is less than its public label, it simply ignores that probe. Detect means that the probe with the private label of some process has returned to it, indicating a deadlock.

Mitchell and Merritt showed that every deadlock is detected. Next, we show that, in the absence of spontaneous aborts, only genuine deadlocks are detected. As there are no spontaneous aborts, we have the following invariant:

for all processes $u/v$: $v \leq u$. 
Proof. Initially \( u = v \) for all processes. The only requests that change \( u \) or \( v \) are:

1. Block: \( u \) and \( v \) are set such that \( u = v \).
2. Transmit: \( u \) is increased.

Hence, the invariant follows. \( \square \)

From the previous invariant, we have the following lemmas.

Lemma 10.1. For any process \( u/v \), if \( u > v \), then \( u \) was set by a Transmit step.

Theorem 10.1. If a deadlock is detected, a cycle of blocked nodes exists.

Proof. A deadlock is detected if the following edge \( p \rightarrow p' \) exists:
We will prove the following claims:

1. $u$ has been propagated from $p$ to $p'$ via a sequence of transmits.
2. $p$ has been continuously blocked since it transmitted $u$.
3. All intermediate nodes in the Transmit path of (l), including $p'$, have been continuously blocked since they transmitted $u$.

From the above claims, the proof for the theorem follows as discussed below.

From the invariant and the uniqueness of private label $v$ of $p'$: $v < u$. By Lemma 10.1, $u$ was set by a Transmit step. From the semantics of Transmit, there is some $p''$ with private label $u$ and public label $w$. If $w = u$, then $p'' = p$, and it is a success. Otherwise, if $w < u$, we repeat the argument. Since there is only one process with $u = v$, it is $p$. If $p$ is active then it indicates that it has transmitted $u$ else it is blocked if it detects deadlock. Hence upon blocking it incremented its private label. But private and public labels cannot be equal. Consider a process that has been active since it transmitted $u$. Clearly, its predecessor is also active, as Transmits migrate in opposite direction. By repeating this argument, we can show that $p$ has been active since it transmitted $u$. □

The above algorithm can easily be extended to include priorities, so that whenever a deadlock occurs, the lowest priority process gets aborted. This algorithm has two phases. The first phase is almost identical to the algorithm. In the second phase the smallest priority is propagated around the circle. The propagation stops when one process recognizes the propagated priority as its own.

**Message complexity**

Now we calculate the complexity of the algorithm. If we assume that a deadlock persists long enough to be detected, the worst-case complexity of the algorithm is $s(s - 1)/2$ Transmit steps, where $s$ is the number of processes in the cycle.

### 10.7 Chandy–Misra–Haas algorithm for the AND model

We now discuss Chandy–Misra–Haas’s distributed deadlock detection algorithm for the AND model [6], which is based on edge-chasing.

The algorithm uses a special message called probe, which is a triplet $(i, j, k)$, denoting that it belongs to a deadlock detection initiated for process $P_i$ and it is being sent by the home site of process $P_j$ to the home site of process $P_k$. A probe message travels along the edges of the global WFG graph, and a deadlock is detected when a probe message returns to the process that initiated it.

A process $P_j$ is said to be dependent on another process $P_k$ if there exists a sequence of processes $P_j, P_{i_1}, P_{i_2}, \ldots, P_{i_m}, P_k$ such that each process except
$P_k$ in the sequence is blocked and each process, except the $P_j$, holds a resource for which the previous process in the sequence is waiting. Process $P_j$ is said to be *locally dependent* upon process $P_k$ if $P_j$ is dependent upon $P_k$ and both the processes are on the same site.

**Data structures**

Each process $P_i$ maintains a boolean array, $dependent_i$, where $dependent_i(j)$ is true only if $P_i$ knows that $P_j$ is dependent on it. Initially, $dependent_i(j)$ is false for all $i$ and $j$.

**The algorithm**

Algorithm 10.1 is executed to determine if a blocked process is deadlocked. Therefore, a probe message is continuously circulated along the edges of the global WFG graph and a deadlock is detected when a probe message returns to its initiating process.

```plaintext
if $P_i$ is locally dependent on itself
    then declare a deadlock
else for all $P_j$ and $P_k$ such that
    (a) $P_i$ is locally dependent upon $P_j$, and
    (b) $P_j$ is waiting on $P_k$, and
    (c) $P_j$ and $P_k$ are on different sites,
    send a probe $(i, j, k)$ to the home site of $P_k$

On the receipt of a probe $(i, j, k)$, the site takes the following actions:

if
    (d) $P_k$ is blocked, and
    (e) $dependent_k(i)$ is false, and
    (f) $P_k$ has not replied to all requests $P_j$,
then
    begin
        $dependent_k(i) = true$;
        if $k = i$
            then declare that $P_i$ is deadlocked
        else for all $P_m$ and $P_n$, such that
            (a’) $P_k$ is locally dependent upon $P_m$, and
            (b’) $P_m$ is waiting on $P_n$, and
            (c’) $P_m$ and $P_n$ are on different sites,
            send a probe $(i, m, n)$ to the home site of $P_n$
        end.
```

**Algorithm 10.1** Chandy–Misra–Haas algorithm for the AND model [6].
364 Deadlock detection in distributed systems

Performance analysis
In the algorithm, one probe message (per deadlock detection initiation) is sent on every edge of the WFG which connects processes on two sites. Thus, the algorithm exchanges at most $m(n-1)/2$ messages to detect a deadlock that involves $m$ processes and spans over $n$ sites. The size of messages is fixed and is very small (only three integer words). The delay in detecting a deadlock is $O(n)$.

10.8 Chandy–Misra–Haas algorithm for the OR model

We now discuss Chandy–Misra–Haas’s distributed deadlock detection algorithm for the OR model [6], which is based on the approach of diffusion-computation (see Algorithm 10.2).

A blocked process determines if it is deadlocked by initiating a diffusion computation. Two types of messages are used in a diffusion computation: $query(i, j, k)$ and $reply(i, j, k)$, denoting that they belong to a diffusion computation initiated by a process $P_i$ and are being sent from process $P_j$ to process $P_k$.

Basic idea
A blocked process initiates deadlock detection by sending query messages to all processes in its dependent set (i.e., processes from which it is waiting to receive a message). If an active process receives a $query$ or $reply$ message, it discards it. When a blocked process $P_k$ receives a $query(i, j, k)$ message, it takes the following actions:

1. If this is the first $query$ message received by $P_k$ for the deadlock detection initiated by $P_i$ (called the engaging query), then it propagates the $query$ to all the processes in its dependent set and sets a local variable $num_k(i)$ to the number of $query$ messages sent.
2. If this is not the engaging $query$, then $P_k$ returns a $reply$ message to it immediately provided $P_k$ has been continuously blocked since it received the corresponding engaging $query$. Otherwise, it discards the $query$.

Process $P_k$ maintains a boolean variable $wait_k(i)$ that denotes the fact that it has been continuously blocked since it received the last engaging $query$ from process $P_i$. When a blocked process $P_k$ receives a $reply(i, j, k)$ message, it decrements $num_k(i)$ only if $wait_k(i)$ holds. A process sends a reply message in response to an engaging $query$ only after it has received a reply to every $query$ message it has sent out for this engaging $query$.

The initiator process detects a deadlock when it has received $reply$ messages to all the $query$ messages it has sent out.
The algorithm

The algorithm works as shown in Algorithm 10.2. For ease of presentation, we have assumed that only one diffusion computation is initiated for a process. In practice, several diffusion computations may be initiated for a process (a diffusion computation is initiated every time the process gets blocked), but at any time only one diffusion computation is current for any process. However, messages for outdated diffusion computations may still be in transit. The current diffusion computation can be distinguished from outdated ones by using sequence numbers.

Algorithm 10.2 Chandy–Misra–Haas algorithm for the OR model [6].

Performance analysis

For every deadlock detection, the algorithm exchanges $e$ query messages and $e$ reply messages, where $e = n(n - 1)$ is the number of edges.

10.9 Kshemkalyani–Singhal algorithm for the $P$-out-of-$Q$ model

The Kshemkalyani–Singhal algorithm [26] (Algorithm 10.3) to detect deadlocks in the $P$-out-of-$Q$ model (also called the generalized distributed deadlocks) is based on the global state detection approach. The Kshemkalyani–Singhal algorithm [26] is a single-phase algorithm, which consists of a fan-out sweep of messages outwards from an initiator process and a fan-in sweep of messages inwards to the initiator process. A sweep
Data structures: a node $i$ has the following local variables:

- $\text{wait}_i$ : boolean ($:= false$); /*records the current status.*/
- $\text{t}_i$ : integer ($:= 0$); /*denotes the current time.*/
- $\text{t_{block}}_i$ : real; /*denotes the local time when $i$ blocked last.*/
- $\text{in}(i)$ : set of nodes whose requests are outstanding at node $i$.
- $\text{out}(i)$ : set of nodes on which node $i$ is waiting.
- $p_i$ : integer ($:= 0$); /*the number of replies required for unblocking.*/
- $\text{w}_i$ : real ($:= 1.0$); /*keeps weight to detect the termination of the algorithm.*/

Computation events:

REQUEST_SEND$(i)$:
/*Executed by node $i$ when it blocks on a $p_i$-out-of-$q_i$ request.*/

For every node $j$ on which $i$ is blocked do
- $\text{out}(i) \leftarrow \text{out}(i) \cup \{j\}$;
- send REQUEST$(i)$ to $j$;

set $p_i$ to the number of replies needed;
- $\text{t_{block}}_i \leftarrow \text{t}_i$;
- $\text{wait}_i \leftarrow true$;

REQUEST_RECEIVE$(j)$:
/*Executed by node $i$ when it receives a request made by $j$. */

$\text{in}(i) \leftarrow \text{in}(i) \cup \{j\}$.

REPLY_SEND$(j)$:
/*Executed by node $i$ when it replies to a request by $j$.*/

$\text{in}(i) \leftarrow \text{in}(i) \setminus \{j\}$;
- send REPLY$(i)$ to $j$.

REPLY_RECEIVE$(j)$:
/*Executed by node $i$ when it receives a reply from $j$ to its request.*/
if valid reply for the current request then
- begin
  - $\text{out}(i) \leftarrow \text{out}(i) \setminus \{j\}$;
  - $p_i \leftarrow p_i - 1$;
  - $p_i = 0 \rightarrow$
    - $\{ \text{wait}_i \leftarrow false$;
    - $\forall k \in \text{out}(i), \text{send CANCEL}(i) to k$;
    - $\text{out}(i) \leftarrow \emptyset \}$
  - end

CANCEL_RECEIVE$(j)$:
/*Executed by node $i$ when it receives a cancel from $j$.*/
if $j \in \text{in}(i)$ then $\text{in}(i) \leftarrow \text{in}(i) \setminus \{j\}$.

Algorithm 10.3 Kshemkalyani–Singhal algorithm for the $P$-out-of-$Q$ model.
of a WFG is a traversal of the WFG in which all messages are sent in the direction of the WFG edges (outward sweep) or all messages are sent against the direction of the WFG edges (inward sweep). In the outward sweep, the algorithm records a snapshot of a distributed WFG. In the inward sweep, the recorded distributed WFG is reduced to determine if the initiator is deadlock. Both the outward and the inward sweeps are executed concurrently in the algorithm. Complications are introduced because the two sweeps can overlap in time at a process, i.e., the reduction of the WFG at a process can begin before the WFG at that process has been completely recorded. The algorithm deals with these complications.

**System model**

The system has \( n \) nodes, and every pair of nodes is connected by a logical channel. An event in a computation can be an internal event, a message send event, or a message receive event. Events are assigned timestamps using Lamport’s clocks \([29]\).

The computation messages can be either \textit{REQUEST}, \textit{REPLY}, or \textit{CANCEL} messages. To execute a \( p_i \)-out-of-\( q_i \) request, an active node \( i \) sends \( q_i \) \textit{REQUEST}s to \( q_i \) other nodes and remains blocked until it receives sufficient number of \textit{REPLY} messages. When node \( i \) blocks on node \( j \), node \( j \) becomes a successor of node \( i \) and node \( i \) becomes a predecessor of node \( j \) in the WFG. A \textit{REPLY} message denotes the granting of a request. A node \( i \) unblocks when \( p_i \) out of its \( q_i \) requests have been granted. When a node unblocks, it sends \textit{CANCEL} messages to withdraw the remaining \( q_i - p_i \) requests it had sent.

Sending and receiving of \textit{REQUEST}, \textit{REPLY}, and \textit{CANCEL} messages are \textit{computation events}. The sending and receiving of deadlock detection algorithm messages are \textit{algorithmic or control events}.

### 10.9.1 Informal description of the algorithm

When a node \textit{init} blocks on a \( P \)-out-of-\( Q \) request, it initiates the deadlock detection algorithm. The algorithm records the part of the WFG that is reachable from \textit{init} (henceforth, called the \textit{init}'s WFG) in a distributed snapshot \([4]\); the distributed snapshot includes only those dependency edges and nodes that form \textit{init}'s WFG.

The distributed WFG is recorded using \textit{FLOOD} messages in the outward sweep and the recorded WFG is examined for deadlocks using \textit{ECHO} messages in the inward sweep. To detect a deadlock, the initiator \textit{init} records its local state and sends \textit{FLOOD} messages along all of its outward dependencies. When node \( i \) receives the first \textit{FLOOD} message along an existing inward dependency, it records its local state. If node \( i \) is blocked at this time, it sends out \textit{FLOOD} messages along all of its outward dependencies to continue the
recording of the WFG in the outward sweep. If node $i$ is active at this time (i.e., it does not have any outward dependencies and is a leaf node in the WFG), then it initiates reduction of the WFG by returning an $ECHO$ message along the incoming dependency even before the states of all incoming dependencies have been recorded in the WFG snapshot at the leaf node.

$ECHO$ messages perform reduction of the recorded WFG by simulating the granting of requests in the inward sweep. A node $i$ in the WFG is reduced if it receives $ECHO$s along $p_i$ out of its $q_i$ outgoing edges indicating that $p_i$ of its requests can be granted. An edge is reduced if an $ECHO$ is received on the edge indicating that the request it represents can be granted. After a local snapshot has been recorded at node $i$, any transition made by $i$ from idle to active state is captured in the process of reduction. The nodes that can be reduced do not form a deadlock whereas the nodes that cannot be reduced are deadlocked. The order in which reduction of the nodes and edges of the WFG is performed does not alter the final result. Node $init$ detects the deadlock if it is not reduced when the deadlock detection algorithm terminates.

In general, WFG reduction can begin at a non-leaf node before recording of the WFG has been completed at that node; this happens when an $ECHO$ message arrives and begins reduction at a non-leaf node before all the $FLOOD$s have arrived at it and recorded the complete local WFG at that node. Thus, the activities of recording and reducing the WFG snapshot are done concurrently in a single phase. Unlike the algorithm in [45], no serialization is imposed between the two activities. Since a reduction is done on an incompletely recorded WFG at nodes, the local snapshot at each node has to be carefully manipulated so as to give the effect that WFG reduction is initiated after WFG recording has been completed.

When multiple nodes block concurrently, they may each initiate the deadlock detection algorithm concurrently. Each invocation of the deadlock detection algorithm is treated independently and is identified by the initiator’s identity and initiator’s timestamp when it blocked. Every node maintains a local snapshot for the latest deadlock detection algorithm initiated by every other node. We will describe only a single instance of the deadlock detection algorithm.

The problem of termination detection
The algorithm requires a termination detection technique so that the initiator can determine that it will not receive any more $ECHO$ messages. The algorithm uses a termination detection technique based on weights [20] in conjunction with $SHORT$ messages to detect the termination of the algorithm. A weight of 1.0 at the initiator node, when the algorithm is initiated, is distributed among all $FLOOD$ messages sent out by the initiator. When the first $FLOOD$ is received at a non-leaf node, the weight of the received $FLOOD$ is distributed among the $FLOOD$s sent out along outward edges at that node to expand the WFG further. Since any subsequent $FLOOD$ arriving
at a non-leaf node does not expand the WFG further, its weight is returned to the initiator in a \textit{SHORT} message. When a \textit{FLOOD} is received at a leaf node, its weight is piggybacked to the \textit{ECHO} sent by the leaf node to reduce the WFG. When an \textit{ECHO} arriving at a node unblocks the node, the weight of the \textit{ECHO} is distributed among the \textit{ECHOs} that are sent by that node along the incoming edges in its WFG snapshot. When an \textit{ECHO} arriving at a node does not unblock the node, its weight is sent directly to the initiator in a \textit{SHORT} message.

Note that the following invariant holds in an execution of the algorithm: the sum of the weights in \textit{FLOOD}, \textit{ECHO}, and \textit{SHORT} messages plus the weight at the initiator (received in \textit{SHORT} and \textit{ECHO} messages) is always 1.0. The algorithm terminates when the weight at the initiator becomes 1.0, signifying that all WFG recording and reduction activity has completed.

\textit{FLOOD}, \textit{ECHO}, and \textit{SHORT} messages carry weights for termination detection. Variable \( w \), a real number in the range \([0, 1]\), denotes the weight in a message.

\subsection*{10.9.2 The algorithm}

A node \( i \) stores the local snapshot for snapshots \textit{initiated} by other nodes in a data structure \( L_{Si} \) (local snapshot), which is an array of records:

\[ L_{Si} : \text{array } [1, \ldots, n] \text{ of record}; \]

A record has several fields to record snapshot related information and is defined in Algorithm 10.4 for an initiator \textit{init}. The deadlock detection algorithm is defined by the following procedures: \textit{SNAPSHOT-INITIATE}, \textit{FLOOD-RECEIVE}, \textit{ECHO-RECEIVE}, and \textit{SHORT-RECEIVE}. They are executed atomically.

\begin{description}
\item[Example] We now illustrate the operation of the algorithm with the help of an example \cite{26}. Figure 10.3 shows initiation of deadlock detection by node A and Figure 10.4 shows the state after node D is reduced. The notation \( x/y \) beside a node in the figures indicates that the node is blocked and needs replies to \( x \) out of the \( y \) outstanding requests to unblock.

In Figure 10.3, node A sends out \textit{FLOOD} messages to nodes B and C. When node C receives \textit{FLOOD} from node A, it sends \textit{FLOODs} to nodes D, E, and F. If the node happens to be active when it receives a \textit{FLOOD} message, it initiates reduction of the incoming wait-for edge by returning an \textit{ECHO} message on it. For example, in Figure 10.3, node H returns an \textit{ECHO} to node D in response to a \textit{FLOOD} from it. Note that node can initiate reduction (by sending back an \textit{ECHO} in response to a \textit{FLOOD} along an incoming wait-for edge) even before the states of all other incoming wait-for edges have been recorded in the WFG snapshot at that node. For example, node F
\[ LS_{init}.out \, : \, \text{set of integers (}\vdash 0\text{); } /\text{nodes on which } i \text{ is waiting in the snapshot.} /*
\]
\[ LS_{init}.in \, : \, \text{set of integers (}\vdash 0\text{); } /\text{nodes waiting on } i \text{ in the snapshot.} /*
\]
\[ LS_{init}.t \, : \, \text{integer (}\vdash 0\text{); } /\text{time when } init \text{ initiated snapshot.} /*
\]
\[ LS_{init}.s \, : \, \text{boolean (}\vdash false\text{); } /\text{local blocked state as seen by snapshot.} /*
\]
\[ LS_{init}.p \, : \, \text{integer; } /\text{value of } p_i \text{ as seen in snapshot.} /*
\]

\section*{SNAPSHOT_INITIATE}
/*Executed by node } i \text{ to detect whether it is deadlocked. */
\[ \text{init} \leftarrow i; \]
\[ w_i \leftarrow 0; \]
\[ LS_{init}.t \leftarrow t; \]
\[ LS_{init}.out \leftarrow \text{out}(i); \]
\[ LS_{init}.in \leftarrow 0; \]
\[ LS_{init}.p \leftarrow p_i; \]
\[ \text{send } FLOOD(i, i, t, 1/|\text{out}(i)|) \text{ to each } j \text{ in } \text{out}(i). \quad /* 1/|\text{out}(i)| \text{ is the fraction of weight sent in a } FLOOD \text{ message.} */
\]

\section*{FLOOD_RECEIVE}(j, init, t_init, w)
/*Executed by node } i \text{ on receiving a } FLOOD \text{ message from } j. */
\[ LS_{init}.t < t_{init} \land j \in \text{in}(i) \rightarrow /*Valid } FLOOD \text{ for a new snapshot. */
\]
\[ LS_{init}.out \leftarrow \text{out}(i); \]
\[ LS_{init}.in \leftarrow \{j\}; \]
\[ LS_{init}.t \leftarrow t_{init}; \]
\[ LS_{init}.s \leftarrow \text{wait}; \]
\[ \text{wait}_i = true \rightarrow /* Node is blocked. */
\]
\[ LS_{init}.p \leftarrow p_i; \]
\[ \text{send } FLOOD(i, init, t_{init}, w/|\text{out}(i)|) \text{ to each } k \in \text{out}(i); \]
\[ \text{wait}_i = false \rightarrow /* Node is active. */
\]
\[ LS_{init}.p \leftarrow 0; \]
\[ \text{send } ECHO(i, init, t_{init}, w) \text{ to } j; \]
\[ LS_{init}.in \leftarrow LS_{init}.in - \{j\}. \]
\[ \square \]

\[ LS_{init}.t < t_{init} \land j \not\in \text{in}(i) \rightarrow /*Invalid } FLOOD \text{ for a new snapshot. */
\]
\[ \text{send } ECHO(i, init, t_{init}, w) \text{ to } j. \]
\[ \square \]

\[ LS_{init}.t = t_{init} \land j \not\in \text{in}(i) \rightarrow /*Invalid } FLOOD \text{ for current snapshot. */
\]
\[ \text{send } ECHO(i, init, t_{init}, w) \text{ to } j. \]
\[ \square \]

\[ LS_{init}.t = t_{init} \land j \in \text{in}(i) \rightarrow /*Valid } FLOOD \text{ for current snapshot. */
\]
\[ LS_{init}.s = false \rightarrow
\]
\[ \text{send } ECHO(i, init, t_{init}, w) \text{ to } j; \]
Algorithm 10.4 Deadlock detection algorithm [26].

\[\text{LS}_i[\text{init}].s = true \rightarrow \]
\[\text{LS}_i[\text{init}].in \leftarrow \text{LS}_i[\text{init}].in \cup \{j\};\]
\[\textbf{send} \ \text{SHORT}(i, t_{\text{init}}, w) \ \text{to init}.\]

\[\Box\]
\[\text{LS}_i[\text{init}].t > t_{\text{init}} \rightarrow \text{discard the \textit{FLOOD} message.} \ /*\text{Out-dated \textit{FLOOD}.}*/\]

\[\text{ECHO\_RECEIVE}(j, \text{init}, t_{\text{init}}, w)\]
\[/*\text{Executed by node } i \text{ on receiving an \textit{ECHO} from } j. */\]

\[/*\text{Echo for out-dated snapshot.} */\]
\[\text{LS}_i[\text{init}].t > t_{\text{init}} \rightarrow \text{discard the \textit{ECHO} message.}\]

\[\Box\]
\[\text{LS}_i[\text{init}].t < t_{\text{init}} \rightarrow \text{cannot happen.} \ /*\text{ECHO for unseen snapshot.} */\]

\[\Box\]
\[\text{LS}_i[\text{init}].t = t_{\text{init}} \rightarrow \ /*\text{ECHO for current snapshot.} */\]
\[\text{LS}_i[\text{init}].out \leftarrow \text{LS}_i[\text{init}].out \setminus \{j\};\]
\[\text{LS}_i[\text{init}].s = false \rightarrow \textbf{send} \ \text{SHORT}(i, t_{\text{init}}, w) \ \text{to init}.\]
\[\text{LS}_i[\text{init}].s = true \rightarrow \]
\[\text{LS}_i[\text{init}].p \leftarrow \text{LS}_i[\text{init}].p - 1;\]
\[\text{LS}_i[\text{init}].p = 0 \rightarrow \ /*\text{getting reduced} */\]
\[\text{LS}_i[\text{init}].s \leftarrow false;\]
\[i = i \rightarrow \text{declare not deadlocked; exit.}\]
\[\textbf{send} \ \text{ECHO}(i, \text{init}, t_{\text{init}}, w/LS_i[\text{init}].in) \ \text{to all } k \in \text{LS}_i[\text{init}].in;\]
\[\text{LS}_i[\text{init}].p \neq 0 \rightarrow \]
\[\textbf{send} \ \text{SHORT}(i, t_{\text{init}}, w) \ \text{to init}.\]

\]

\[\text{SHORT\_RECEIVE}(\text{init}, t_{\text{init}}, w)\]
\[/*\text{Executed by node } i \text{ (which is always } \text{init}) \text{ on receiving a } \text{SHORT.} */\]

\[/*\text{SHORT for out-dated snapshot.} */\]
\[t_{\text{init}} < t_{\text{block}}_i \rightarrow \text{discard the message.}\]

\[\Box\]

\[/*\text{SHORT for uninitiated snapshot.} */\]
\[t_{\text{init}} > t_{\text{block}}_i \rightarrow \text{not possible.}\]

\[\Box\]

\[/*\text{SHORT for currently initiated snapshot.} */\]
\[t_{\text{init}} = t_{\text{block}}_i \land \text{LS}_i[\text{init}].s = false \rightarrow \text{discard.} \ /*\text{init is active.} */\]
\[t_{\text{init}} = t_{\text{block}}_i \land \text{LS}_i[\text{init}].s = true \rightarrow \]
\[w_i \leftarrow w_i + w;\]
\[w_i = 1 \rightarrow \text{declare a deadlock.}\]
Figure 10.3 An example-run of the algorithm – initiation of deadlock detection by node A [26].

Figure 10.4 An example-run of the algorithm – the state after node D is reached [26].
in Figure 10.3 starts reduction after receiving a *FLOOD* from C even before it has received *FLOODs* from D and E.

Note that when a node receives a *FLOOD*, it need not have an incoming wait-for edge from the node that sent the *FLOOD* because it may have already sent back a *REPLY* to the node. In this case, the node returns an *ECHO* in response to the *FLOOD*. For example, in Figure 10.3, when node I receives a *FLOOD* from node D, it returns an *ECHO* to node D.

*ECHO* messages perform reduction of the nodes and edges in the WFG by simulating the granting of requests in the inward sweep. A node that is waiting a *p-out-of-q* request gets reduced after it has received *ECHOs*. When a node is reduced, it sends *ECHOs* along all the incoming wait-for edges incident on it in the WFG snapshot to continue the progress of the inward sweep.

In general, WFG reduction can begin at a non-leaf node before recording of the WFG has been completed at that node. This happens when *ECHOs* arrive and begin reduction at a non-leaf node before *FLOODs* have arrived along all incoming wait-for edges and recorded the complete local WFG at that node. For example, node D in Figure 10.3 starts reduction (by sending an *ECHO* to node C) after it receives *ECHOs* from H and G, even before *FLOOD* from B has arrived at D. When a *FLOOD* on an incoming wait-for edge arrives at a node which is already reduced, the node simply returns an *ECHO* along that wait-for edge. For example, in Figure 10.4, when a *FLOOD* from node B arrives at node D, node D returns an *ECHO* to B.

In Figure 10.3, node C receives a *FLOOD* from node A followed by a *FLOOD* from node B. When node C receives a *FLOOD* from B, it sends a *SHORT* to the initiator node A. When a *FLOOD* is received at a leaf node, its weight is returned in the *ECHO* message sent by the leaf node to the sender of the *FLOOD*. Note that an *ECHO* is like a reply in the simulated unblocking of processes. When an *ECHO* arriving at a node does not reduce the node, its weight is sent directly to the initiator through a *SHORT* message. For example, in Figure 10.3, when node D receives an *ECHO* from node H, it sends a *SHORT* to the initiator node A. When an *ECHO* that arrives at a node reduces that node, the weight of the *ECHO* is distributed among the *ECHOs* that are sent by that node along the incoming edges in its WFG snapshot. For example, in Figure 10.4, at the time node C gets reduced (after receiving *ECHOs* from nodes D and F), it sends *ECHOs* to nodes A and B. (When node A receives an *ECHO* from node C, it is reduced and it declares no deadlock.) When an *ECHO* arrives at a reduced node, its weight is sent directly to the initiator through a *SHORT* message. For example, in Figure 10.4, when an *ECHO* from node E arrives at node C after node C has been reduced (by receiving *ECHOs* from nodes D and F), node C sends a *SHORT* to initiator node A.
Correctness
Proving the correctness of the algorithm involves showing that it satisfies the following conditions:

1. The execution of the algorithm terminates.
2. The entire WFG reachable from the initiator is recorded in a consistent distributed snapshot in the outward sweep.
3. In the inward sweep, ECHO messages correctly reduce the recorded snapshot of the WFG.

The algorithm is initiated within a timeout period after a node blocks on a P-out-of-Q request. On the termination of the algorithm, only all the nodes that are not reduced are deadlocked. For a correctness proof of the algorithm, the readers are referred to the original source [26].

Complexity analysis
The message complexity of the algorithm has been analyzed in [26]. The algorithm has a message complexity of \(4e - 2n + 2l\) and a time complexity\(^1\) of \(2d\) hops, where \(e\) is the number of edges, \(n\) the number of nodes, \(l\) the number of leaf nodes, and \(d\) the diameter of the WFG. This is better than two-phase algorithms for detecting generalized deadlocks and gives the best time complexity that can be achieved by an algorithm that reduces a distributed WFG to detect generalized deadlocks in distributed systems.

10.10 Chapter summary

Out of the three approaches to handle deadlocks, deadlock detection is the most promising in distributed systems. Detection of deadlocks requires performing two tasks: first, maintaining or constructing whenever needed a WFG; second, searching the WFG for a deadlock condition (cycles or knots).

In distributed deadlock-detection algorithms, every site maintains a portion of the global state graph and every site participates in the detection of a global cycle or knot. Due to lack of globally shared memory, design of distributed deadlock-detection algorithms is difficult because sites may report the existence of a global cycle after seeing its segments at different instants (though all the segments never existed simultaneously).

Distributed deadlock detection algorithms can be divided into four classes: path-pushing, edge-chasing, diffusion computation, and global state detection. In path-pushing algorithms, wait-for dependency information of the global WFG is disseminated in the form of paths (i.e., a sequence of wait-for dependency edges). In edge-chasing algorithms, special messages called probes are

---

\(^1\) Time complexity denotes the delay in detecting a deadlock after its detection has been initiated.
circulated along the edges of the WFG to detect a cycle. When a blocked process receives a probe, it propagates the probe along its outgoing edges in the WFG. A process declares a deadlock when it receives a probe initiated by it. Diffusion computation type algorithms make use of echo algorithms to detect deadlocks. Deadlock detection messages are successively propagated (i.e., “diffused” through) through the edges of the WFG. Global state detection-based algorithms detect deadlocks by taking a snapshot of the system and by examining it for the condition of a deadlock.

### 10.11 Exercises

**Exercise 10.1** Consider the following simple approach to handle deadlocks in distributed systems by using “time-outs”: a process that has waited for a specified period for a resource declares that it is deadlocked and aborts to resolve the deadlock. What are the shortcomings of using this method?

**Exercise 10.2** Suppose all the processes in the system are assigned priorities which can be used to totally order the processes. Modify Chandy et al.’s algorithm for the AND model so that when a process detects a deadlock, it also knows the lowest priority deadlocked process.

**Exercise 10.3** Show that, in the AND model, false deadlocks can occur due to deadlock resolution in distributed systems [43]. Can something be done about it or are they bound to happen?

**Exercise 10.4** Show that in the Kshemkalyani–Singhal algorithm for the $P$-out-of-$Q$ model, if the weight at the initiator process becomes 1.0, then the initiator is involved in a deadlock.

### 10.12 Notes on references

Two survey articles on distributed deadlock detection can be found in papers by Knapp [22] and Singhal [43]. The literature is full of distributed deadlock detection algorithms. Path-pushing distributed deadlock detection algorithms can be found in papers by Gligor and Shattuck [11], Menasce and Muntz [33], Ho and Ramamoorthy [18], and Obermarck [38]. Other edge-chasing distributed deadlock detection algorithms can be found in papers by Choudary et al. [7], and Kshemkalyani and Singhal [27]. Herman and Chandy [16] discuss detection of deadlocks in the AND/OR model. In [24], Kshemkalyani and Singhal give an optimal algorithm to detect distributed deadlocks under the generalized request model. Other algorithms to detect generalized deadlocks include Bracha and Toueg [2] and Wang et al. [45].

In [25], Kshemkalyani and Singhal give a characterization of distributed deadlocks. A rigorous correctness proof of a distributed deadlock detection algorithm is given in Kshemkalyani and Singhal [27]. Brezezinski et al. [3] discuss the deadlock models under a very generalized blocking conditions. Two knot detection algorithms in dis-
Deadlock detection in distributed systems are given in Chandy and Misra [34] and Manivannan and Singhal [31]. Gray et al. [12] present a simple analysis of the probability of deadlocks in database systems. Lee and Kim [30] present a performance analysis of distributed deadlock detection algorithms. Other algorithms for deadlock detection in distributed systems can be found in [1, 8–10, 13–15, 17, 21, 23, 28, 32, 36, 37, 39, 40, 41, 44]. Wu et al. [46] present an algorithm to avoid distributed deadlock in the AND model.
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11 Global predicate detection

11.1 Stable and unstable predicates

Specifying predicates on the system state provides an important handle to specify, observe, and detect the behavior of a system. This is useful in formally reasoning about the system behavior. By being able to detect a specified predicate in the execution, we gain the ability to monitor the execution. Predicate specification and detection has uses in distributed debugging, sensor networks used for sensing in various applications, and industrial process control. As an example in the manufacturing process, a system may be monitoring the pressure of Reagent A and the temperature of Reagent B. Only when $\psi_1 = (\text{Pressure}_A > 240 \text{ KPa}) \land (\text{Temperature}_B > 300^\circ \text{C})$ should the two reagents be mixed. As another example, consider a distributed execution where variables $x$, $y$, and $z$ are local to processes $P_i$, $P_j$, and $P_k$, respectively. An application might be interested in detecting the predicate $\psi_2 = x_i + y_j + z_k < -125$. In a nuclear power plant, sensors at various locations would monitor the relevant parameters such as the radioactivity level and temperature at multiple locations within the reactor.

Observe that the “predicate detection” problem is inherently different from the global snapshot problem. A global snapshot gives one of the possible states that could have existed during the period of the snapshot execution. Thus, a snapshot algorithm can observe only one of the predicate values that could have existed during the algorithm execution.

Predicates can be either stable or unstable. A stable predicate is a predicate that remains true once it becomes true [6]. In traditional systems, a predicate $\phi$ is stable if $\phi \implies \Box \phi$, where “$\Box$” is the “henceforth” operator from temporal logic [21]. In distributed executions, a more precise definition is needed, due to the absence of global time. Formally, a predicate $\phi$ at a cut $C$ is stable if the following holds:

$$(C \models \phi) \implies (\forall C' \mid C \subseteq C', C' \models \phi).$$
Deadlock in a system is a stable property because the deadlocked processes continue to remain deadlocked (until deadlock resolution is performed). Termination of an execution is another stable property. Specific algorithms to detect termination of the execution, and to detect deadlock were considered in earlier chapters. Here, we look at a general technique to detect a stable predicate.

### 11.1.1 Stable predicates

**Deadlock** [13, 17]

A deadlock represents a system state where a subset of the processes are blocked on one another, waiting for a reply from the other processes in that subset. The waiting relationship is represented by a wait-for graph (WFG) where an edge from \( i \) to \( j \) indicates that process \( i \) is waiting for a reply from process \( j \). Given a wait-for graph \( G = (V, E) \), a deadlock is a subgraph \( G' = (V', E') \) such that \( V' \subseteq V \) and \( E' \subseteq E \) and for each process \( i \) in \( V' \), the process \( i \) remains blocked unless it receives a reply from some process(es) in \( V' \). There are two conditions that characterize the deadlock state of the execution:

- (local condition:) each deadlocked process is locally blocked, and
- (global condition:) the deadlocked process will not receive a reply from some process(es) in \( V' \).

**Termination** [20]

Termination of an execution is another stable property, and is best understood by viewing a process as alternating between two states: active state and passive state. An active process spontaneously becomes passive when it has no further work to do; a passive process can become active only when it receives a message from some other process. If such a message arrives, then the process becomes active by doing CPU processing and maybe sending messages as a result of the processing. An execution is terminated if each process is passive, and will not become active unless it receives more messages. There are two conditions that characterize the termination state of the execution:

- (local condition:) each process is in passive state; and
- (global condition:) there is no message in transit between any pair of processes.

Generalizing from the above two most frequently encountered stable properties, we assume that each stable property can be characterized by a local process state component, and a channel component or a global component. Recall from our discussion of global snapshots [6] that any channel property can be observed by observing the local states at the two endpoints of the channel, in a consistent manner. Thus, any global condition can be observed by observing the local states of the processes.
We now address the question: “What are the most effective techniques for detecting a stable property?” Clearly, repeatedly or periodically taking a global snapshot will work; if the property is true in some snapshot, then it can be claimed that the property is henceforth true. However, recording a snapshot is expensive; recall that it can require up to $O(n^2)$ control messages without inhibition, or $O(n)$ messages with inhibition. The approach that has been widely adopted is the two-phase approach of observing potentially inconsistent global states. In each state observation, all the local variables necessary for defining the local conditions, as well as the global conditions, are observed. Two potentially inconsistent global states are recorded consecutively, such that the second recording is initiated after the first recording has completed \([13,17]\). This is illustrated in Figure 11.1. The stable property can be declared to be true if the following holds:

- The variables on which the local conditions as well as the global conditions are defined have not changed in the two observations, as well as between the two observations.

If none of the variables changes between the two observations, it can be claimed that after the termination of the first observation and before the start of the second observation, there is an instant in physical time when the variables still have the same value. Even though the two observations are each inconsistent, if the global property is true at a common physical time, then the stable property will necessarily be true.

The most common ways of taking a pair of consecutive, not necessarily consistent, snapshots using $O(n)$ control messages are as follows:

- Each process randomly records its state variables and sends them to a central process via control messages. When the central process receives this message from each other process, the central process informs each other process to send its (uncoordinated) local state again.
- A token is passed around a ring, and each process appends its local state to the contents of the token. When the token reaches the initiator, it passes the token around for a second time. Each process again appends its local state to the contents of the token.
On a predefined spanning tree, the root (coordinator) sends a query message in the fan-out sweep of the tree broadcast. In the fan-in sweep of the ensuing tree convergecast, each node collects the local states of the nodes in its subtree rooted at itself and forwards these local states to its parent. When the root gets the local states from all the nodes in its tree, the first phase completes. The second phase, which contains another broadcast followed by a convergecast, is initiated.

11.1.2 Unstable predicates

An unstable predicate is a predicate that is not stable and hence may hold only intermittently [8,18]. The following are some of the several challenges in detecting unstable predicates:

- Due to unpredictable message propagation times, and unpredictable scheduling of the various processes on the processors under various load conditions, even for deterministic executions, multiple executions of the same distributed program may pass through different global states. Further, the predicate may be true in some executions and false in others.
- Due to the non-availability of instantaneous time in a distributed system:
  - even if a monitor finds the predicate to be true in a global state, it may not have actually held in the execution;
  - even if a predicate is true for a transient period, it may not be detected by intermittent monitoring.

Hence, periodic monitoring of the execution is not adequate.

These challenges are faced by snapshot-based algorithms as well as by a central monitor that evaluates data collected from the monitored processes. To address these challenges, we can make two important observations [8,18].

- It seems necessary to examine all the states that arise in the execution, so as not to miss the predicate being true. Hence, it seems useful to define predicates, not on individual states, but on the observation of the entire execution.
- For the same distributed program, even given that it is deterministic, multiple observations may pass through different global states. Further, a predicate may be true in some of the program observations but not in others. Hence it is more useful to define the predicates on all the observations of the distributed program and not just on a single observation of it.

11.2 Modalities on predicates

To address the above complications, predicates are defined, not on global states or on an individual observation of an execution, but on all the possible
observations of the distributed execution. The following two modalities on any predicate \( \phi \) are defined [8, 18]:

- **Possibly**(\( \phi \)): There exists a consistent observation of the execution such that predicate \( \phi \) holds in a global state of the observation.
- **Definitely**(\( \phi \)): For every consistent observation of the execution, there exists a global state of it in which predicate \( \phi \) holds.

Consider the example in Figure 11.2(a). The execution is run at processes \( P_1 \) and \( P_2 \). Event \( e^i_k \) denotes the \( k \)th event at process \( P_i \). Variable \( a \) is local to \( P_1 \) and variable \( b \) is local to \( P_2 \). The state lattice for the execution is shown in Figure 11.2(b). Each state is labeled by a tuple \( (c_1, c_2) \), where \( c_1 \) and \( c_2 \) are the event counts at \( P_1 \) and \( P_2 \), respectively. The execution shown in part (a) goes through the following sequence of global states, and events causing the state transitions between the global states:

\[
(0, 0), e^1_1, (0, 1), e^1_1, (1, 1), e^2_1, (1, 2), e^3_1, (2, 2), e^3_1, (2, 3), e^4_1, (2, 4), e^3_1, (3, 4), e^4_1, (4, 4), e^5_1, (4, 5), e^5_1, (5, 5), e^6_1, (5, 5), e^6_1, (6, 5), e^6_1, (6, 6), e^7_1, (6, 7)
\]

![Diagram](image-url)

**Figure 11.2** Example to illustrate Possibly(\( \phi \)) and Definitely(\( \phi \)) [16]. (a) The example execution. (b) The state lattice for the execution. Each label in the lattice gives the event count at \( P_1, P_2 \).
When the same distributed program is run again, observe that it may not pass through the same intermediate states as the state transitions from the initial state \((0, 0)\) to the final state \((6, 7)\).

- Now observe that \(\text{Definitely}(a + b = 10)\) holds by the following reasoning. When \(b\) is assigned 7 at event \(e^3_1\), process \(P_1\)'s execution may be in any state from the initial state up to the state preceding event \(e^1_3\), in which \(a = 3\). However, before the value of \(b\) changes from 7 to 5 at event \(e^4_2\), and in fact before \(P_2\) executes event \(e^3_2\), \(P_1\) must have executed event \(e^1_1\) at which time \(a = 3\). This is true for all equivalent executions. Hence, \(\text{Definitely}(a + b = 10)\) holds. With respect to the state lattice in Figure 11.2(b), the states in which \(a + b = 10\) is true are marked therein. From the state lattice, it can be seen that, in every execution, the state \((2, 2)\) must occur, and in this state, \(a + b = 10\).

- Observe that \(\text{Possibly}(a + b = 5)\) holds by the following reasoning. The predicate \(a + b = 5\) can be true only if: (i) \(a = 3 \land b = 2\), which is true in states \((2, 5)\) and \((3, 5)\), or (ii) \(a = 0 \land b = 5\), which is true in state \((6, 4)\), or (iii) \(a = 8 \land b = 3\), which is true in state \((5, 7)\), in some equivalent execution. State (i) is possible in physical time after the occurrence of event \(e^3_2\) and before the occurrence of \(e^4_1\). In the execution shown, \(e^3_2\) occurs after \(e^1_1\). However, in an equivalent execution, event \(e^1_1\) may be delayed to occur after event \(e^3_2\), in which case \(b\) changes to a value other than 2 after \(a\) becomes 8. Hence, the predicate is true in this equivalent execution. It so happens that a similar argument also holds for (ii) and (iii).

- Predicate \(\text{Definitely}(a + b = 5)\) is not true in the shown execution because there exists at least one path through the state lattice such that \(a + b = 5\) is never true in any state along that path.

### 11.2.1 Complexity of predicate detection

As we suspect from the examples in this section, the predicate detection problem is complex. For \(n\) processes and a maximum of \(m\) events per process, we need to examine up to an exponential number \(m^n\) states. The global predicate detection problem can be readily shown to be NP-complete using a standard reduction from the satisifiability problem (see Exercise 11.4).

### 11.3 Centralized algorithm for relational predicates

To detect predicates, we first assume that the state lattice is available. A global state \(GS = \{s^1, s^2, \ldots, s^n\}\) is abbreviated as \(GS^{k_1, k_2, \ldots, k_n}\).

- \(\text{Possibly}(\phi)\): To detect \(\text{Possibly}(\phi)\), an exhaustive search of the state lattice for any one state that satisfies \(\phi\) needs to be done. The search can
terminate as soon as such a state is found. Presumably, there is particular interest in finding the “earliest” state that satisfies $\phi$. The level of a global state $\langle s_i^k (\forall i) \rangle$ is $\sum_{i=1}^{n} k_i$. Algorithm 11.1 [8,18] examines the state lattice level-by-level, beginning from the initial state at level 0 and going to the final state. Each level is examined to find a state in which $\phi$ is true. If such a state is found, the algorithm terminates.

- $\text{Definitely}(\phi)$: For $\text{Definitely}(\phi)$ to be true, there should exist a set of states satisfying $\phi$ such that every path through the lattice goes through one of these states. It is sufficient but not necessary that all the states at any particular level in the lattice satisfy $\phi$. To see this, consider the execution in Figure 11.3. Here, $\text{Definitely}(\phi)$ is true, yet the states satisfying $\phi$ are at different levels.

As $\text{Definitely}(\phi)$ may be true but there may not exist any level in which all the states satisfy $\phi$, Algorithm 11.1 cannot use an approach similar to that used for $\text{Possibly}(\phi)$ to detect $\text{Definitely}(\phi)$. In particular, replacing the loop condition in line 1a by the following will not work: “(some state in $\text{Reach}_{\phi}$ satisfies $\neg \phi$).” The algorithm examines the state lattice level-by-level but differs in the following two respects:

<table>
<thead>
<tr>
<th>(variables)</th>
<th>set of global states $\text{Reach}<em>{\phi}$, $\text{Reach}</em>{\text{Next}_{\phi}} \leftarrow {GS^{0,0,\ldots,0}}$</th>
</tr>
</thead>
</table>
| int lvl $\leftarrow 0$ | (1)  $\text{Possibly}(\phi)$:  
  (1a) while (no state in $\text{Reach}_{\phi}$ satisfies $\phi$) do  
  (1b) if ($\text{Reach}_{\phi} = \{\text{final state}\}$) then return false;  
  (1c) lvl $\leftarrow$ lvl + 1;  
  (1d) $\text{Reach}_{\phi}$ $\leftarrow$ {states at level lvl};  
  (1e) return true. |
| (2) $\text{Definitely}(\phi)$:  
  (2a) remove from $\text{Reach}_{\phi}$ those states that satisfy $\phi$  
  (2b) lvl $\leftarrow$ lvl + 1;  
  (2c) while ($\text{Reach}_{\phi} \neq \emptyset$) do  
  (2d) $\text{Reach}_{\text{Next}_{\phi}}$ $\leftarrow$ {states of level lvl reachable from a state in $\text{Reach}_{\phi}$};  
  (2e) remove from $\text{Reach}_{\text{Next}_{\phi}}$ all the states satisfying $\phi$;  
  (2f) if $\text{Reach}_{\text{Next}_{\phi}} = \{\text{final state}\}$ then return false;  
  (2g) lvl $\leftarrow$ lvl + 1;  
  (2h) $\text{Reach}_{\phi}$ $\leftarrow$ $\text{Reach}_{\text{Next}_{\phi}}$;  
  (2i) return true. |

*Algorithm 11.1 Detecting a relational predicate by examining the state lattice (on-line, centralized)* [8,18].
1. Rather than track the states (at a level) in which \( \phi \) is true, it tracks the states in which \( \phi \) is not true.

2. Additionally, the set of states tracked at a level have to be reachable from the set of those states at the previous level, that are known to satisfy (1) and recursively this same property (2).

The variable \( \text{Reach} \_\text{Next}\phi \) is used to track such states at level \( lvl \), as constructed from the states at the previous level. Thus, \( \text{Reach} \_\text{Next}\phi \) at level \( lvl \) contains the set of states at level \( lvl \) that are reachable from the initial state without passing through any state satisfying \( \phi \). The algorithm terminates successfully when \( \text{Reach} \_\text{Next}\phi \) becomes the empty set; otherwise it terminates unsuccessfully after examining the final state.

**Example**  Figure 11.3 shows an example execution and the corresponding state lattice. The states belonging to \( \text{Reach} \_\text{Next}\phi \) (line 2d) at any level are either marked by shaded circles or clear circles. The states belonging to \( \text{Reach} \_\text{Next}\phi \) (line 2f) at any level are marked by clear circles. In line 2b, when \( lvl = 11 \), \( \text{Reach} \phi \) becomes \( \emptyset \) and the algorithm exits from the loop.

The centralized algorithms in Algorithm 11.1 assumed that the states at any level were readily available. But in an on-line algorithm, these global states need to be assembled from local states, on the fly. How can that be
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**Figure 11.3** Example to show that states in which \( \text{Definitely}(\phi) \) is satisfied need not be at the same level in the state lattice. (a) Execution. (b) Corresponding state lattice.
accomplished? Each process $P_i$ can send a local trace of its local states $s_i^{k_i}$, with their vector timestamps, to the central process $P_0$. $P_0$ maintains $n$ queues, $Q_1 \ldots Q_n$, for the events of each of the processes, as shown in Figure 11.4. Each local state received from process $P_i$ is enqueued in $Q_i$.

Each local state received from process $P_i$ is enqueued in $Q_i$. As global state $GS = \{s_1^{k_1}, s_2^{k_2}, \ldots, s_n^{k_n}\}$, also abbreviated as $GS^{k_1, k_2, \ldots, k_n}$, is assembled from the corresponding local states, how long does a local state need to be kept in its queue? This is answered by the following two observations, based on the vector clocks $VC$ [9,19]:

- The earliest global state $GS_{min}^{k_1, k_2, \ldots, k_n}$ containing $s_i^{k_i}$ is identified as follows. The $j$th component of $VC(s_i^{k_i})$ is the local value of $P_j$ in its local snapshot state $s_j^{k_j}$. This is expressed as:

$$\forall j \quad VC(s_i^{k_i})[j] = VC(s_j^{k_j})[j]. \quad (11.1)$$

It now follows that the lowest level of the state lattice, in which local state $s_i^{k_i}$ (kth local state of $P_i$) participates, is the sum of the components of $VC(s_i^{k_i})$ – this assumes that in the vector clock operation, the local component is incremented by 1 for each local event.

- The latest global state $GS_{max}^{k_1, k_2, \ldots, k_n}$ containing $s_i^{k_i}$ is identified as follows. The $i$th component of $VC(s_i^{k_i})$ should be the largest possible value but cannot exceed or equal $VC(s_j^{k_j})[i]$ for consistency of the two states $s_i^{k_i}$ and $s_j^{k_j}$. $VC(s_i^{k_i})$ is identified as per Eq. (11.2); but note that the condition on $VC(s_j^{k_j + 1})[i]$ is not applicable if $s_j^{k_j}$ is the last state at $P_j$:

$$\forall j \quad VC(s_i^{k_i})[i] < VC(s_i^{k_j})[i] \leq VC(s_j^{k_j + 1})[i] \quad (11.2)$$

Hence, the highest level of the state lattice, in which local state $s_i^{k_i}$ participates, is $\sum_{j=1}^{n} VC(s_i^{k_j})[j]$ subject to the above equation.

From Eqs (11.1) and (11.2), we have that $\sum_{j=1}^{n} VC(s_i^{k_j})[j]$ is the lowest level, and $\sum_{j=1}^{n} VC(s_j^{k_j})[j]$, where $s_j^{k_j} \in GS_{max}^{k_1, k_2, \ldots, k_n}$ is the highest level, between which local state $s_i^{k_i}$ is useful in constructing a global state.

Given the states of level $lvl$, the set of states at level $lvl + 1$ can be constructed as follows. For each state $GS^{k_1, k_2, \ldots, k_n}$, construct the $n$ global states $GS^{k_1 + 1, k_2, \ldots, k_n}$, $GS^{k_1, k_2 + 1, \ldots, k_n}$ . . . $GS^{k_1, k_2, \ldots, k_n + 1}$.
Deterministic versus non-deterministic programs
We need to remember that the entire analysis of predicates and their modalities, and detection algorithms, applies only to deterministic programs. For non-deterministic programs, different executions may have different partial orders.

11.4 Conjunctive predicates

The predicates considered so far are termed relational predicates because the predicate can be an arbitrary relation on the variables in the system. A predicate $\phi$ is a conjunctive predicate if and only if $\phi$ can be expressed as the conjunction $\bigwedge_{i \in N} \phi_i$, where $\phi_i$ is a predicate local to process $i$. For a wide range of applications, the predicate of interest can be modeled as a conjunctive predicate. Conjunctive predicates have the following property:

- If $\phi$ is false in any cut $C$, then there is at least one process $i$ such that the local state of $i$ in cut $C$ will never form part of any other cut $C'$ such that $\phi$ is true in $C'$. More formally, this property of a conjunctive predicate $\phi$ is defined as the following:

$C \not \models \phi \implies \exists i \in N, \forall C' \in Cuts, C' \not \models \phi, \text{ where } C'[i] = C[i].$

Here, the state $C[i]$ is a forbidden state because it will never form part of any cut that satisfies the predicate. Given a conjunctive predicate, if it is evaluated as false in some cut $C$, we can advance the local state of at least one process to the next event, and then evaluate the predicate in the resulting cut.

This gives a $O(mn)$ time algorithm, where $m$ is the number of events at any process, to check for a conjunctive predicate, as opposed to an exponential algorithm required by a relational predicate.

Consider the following example on modalities on conjunctive predicates, shown for the same execution considered earlier in Figure 11.2:

- The predicate $Possibly(a = 3 \land b = 2)$ holds by the following reasoning. The predicate can be true only if $a = 3 \land b = 2$ simultaneously in the execution. This is possible in physical time after the occurrence of event $e_2^5$ and before the occurrence of $e_4^1$. In the execution shown, $e_4^1$ occurs before $e_2^5$. However, in an equivalent execution, event $e_4^1$ may be delayed to occur after event $e_2^5$, in which case, $a$ changes to a value other than 3 after $b$ becomes 2. Hence, $Possibly(a = 3 \land b = 2)$ is true. Note that in Figure 11.2, $a + b = 5$ was true in states $(2, 5)$, $(3, 5)$, $(6, 4)$, and $(5, 7)$. Among these, $a = 3 \land b = 2$ is true only in $(2, 5)$ and $(3, 5)$.

- $Definitely(a = 3 \land b = 7)$ holds by the following reasoning. When $a$ is assigned 3 at event $e_1$, process $P_2$’s execution may be at any event from $e_0^2$
up to but not including $e_2^3$. However, before the value of $a$ changes from 3 to 8 at event $e_4^1$, $P_2$ must have executed event $e_2^2$ at which time $b = 7$. This is true for all equivalent executions. Note that in Figure 11.2, $a + b = 10$ was true in states $(1, 1), (2, 1), (1, 2), (2, 2), (3, 2), (2, 3), (3, 3), (4, 5), (5, 5)$, and $(5, 6)$. Among these, $a = 3 \land b = 7$ is true only in all except $(4, 5), (5, 5)$, and $(5, 6)$.

### 11.4.1 Interval-based centralized algorithm for conjunctive predicates

Conjunctive predicates are a popular class of predicates. Conjunctive predicates have the advantage that each process can locally determine whether the local component $\phi_i$ is satisfied; if not, the local state cannot be part of any global state satisfying $\phi$. This has the following implication: starting with the initial state, we examine global states. If $\phi$ is not satisfied, then the local state of at least one process can be advanced and the next global state is examined. Either $\phi$ is satisfied, or we repeat the step. Within $mn$ steps, we will have examined all necessary global states, giving a $O(mn)$ upper bound on the time complexity.

There are two broad approaches to detecting conjunctive predicates: the global state-based approach and the interval-based approach [15]. The global state-based approach involves examining the global states, as suggested above and also seen in Section 11.3.

In the interval-based approach, each process identifies alternating time durations when the local predicate alternates between $true$ and $false$. This is illustrated in Figure 11.5. Let us consider any two processes $P_i$ and $P_j$, and let the intervals at these processes when the local predicates $\phi_i$ and $\phi_j$ are true be denoted $X_i$ and $Y_j$, respectively. Let the start and end of an interval $X$ be denoted as $\min(X)$ and $\max(X)$, respectively. Assume the global predicate is defined on these two processes. We can observe the following definitions of $\text{Definitely}(\phi)$ and $\text{Possibly}(\phi)$ with the aid of Figure 11.6:

\[
\text{Definitely}(\phi) : \min(X) < \max(Y) \land \min(Y) < \max(X), \quad (11.3)
\]

\[
\text{Possibly}(\phi) : \max(X) < \min(Y) \lor \max(Y) < \min(X). \quad (11.4)
\]

When the global predicate is defined on more than two processes, the following results for $\text{Possibly}$ and $\text{Definitely}$ are expressible in terms of

---

**Figure 11.5** For a conjunctive predicate, the shaded durations indicate the periods when the local predicates are true.
**Possibly** and **Definitely** for pairs of processes [16]. The results can be observed to be true with the help of Figure 11.5.

\[
\text{Definitely}(\phi) \text{ if and only if } \bigwedge_{i,j \in \mathbb{N}} \text{Definitely}(\phi_i \land \phi_j), \quad (11.5)
\]

\[
\text{Possibly}(\phi) \text{ if and only if } \bigwedge_{i,j \in \mathbb{N}} \text{Possibly}(\phi_i \land \phi_j). \quad (11.6)
\]

Algorithm 11.2 gives an algorithm that is run by a central server \(P_0\) to detect \(\text{Possibly}(\phi)\) or \(\text{Definitely}(\phi)\) for a conjunctive predicate \(\phi\) [5,11,12]. Whenever an interval completes, a process could send the vector timestamp of the start and of the end events of that interval as a Log entry to the central server process. But observe that, for any two local intervals \(Y\) and \(Y'\), if there is no send or receive event between the start of the previous interval and the end of the latter interval, then \(Y\) and \(Y'\) have the exact same relation with respect to all other intervals at all other processes. Hence, an interval needs to be sent to \(P_0\) if there is a send or receive event since the start of the previous interval and the end of this interval. Each execution message thus causes at most four control messages to \(P_0\) – two at the sender and two at the receiver.

The algorithm uses two queues, \(\text{updatedQueues}\) and \(\text{newUpdatedQueues}\). The \(\text{updatedQueues}\) stores the indices of all the queues whose heads got updated. The latter is a temporary variable for updating \(\text{updatedQueues}\). A queue gets updated when a new interval potentially becomes the head of the queue; such a new interval becomes a “candidate” interval for the solution. A queue gets updated under two situations: (i) a new interval is enqueued on to an empty queue, or (ii) the current head of a queue gets deleted because it is determined that it cannot possibly be a part of the solution. Each new candidate interval (i.e., the head of some queue) is examined with respect to the heads of all other queues, in accordance with Eqs (11.3) and (11.4), to determine if the desired modality is satisfied. In each comparison, if the desired modality is not satisfied, one of the two intervals examined is marked for deletion (and the corresponding queue is said to be updated).
queue of Log: \( Q_1, Q_2, \ldots, Q_n \) \( \leftarrow \perp \)

set of int: \( \text{updatedQueues}, \text{newUpdatedQueues} \leftarrow \{\} \)

On receiving interval from process \( P_z \) at \( P_0 \):

1. Enqueue the interval onto queue \( Q_z \)
2. if (number of intervals on \( Q_z \) is 1) then
   3. \( \text{updatedQueues} \leftarrow \{z\} \)
   4. while (\( \text{updatedQueues} \) is not empty)
      5. \( \text{newUpdatedQueues} \leftarrow \{\} \)
      6. for each \( i \in \text{updatedQueues} \) do
         7. if (\( Q_i \) is non-empty) then
            8. \( X \leftarrow \text{head of } Q_i \)
            9. for \( j = 1 \) to \( n \) do
               10. if (\( Q_j \) is non-empty) then
                   11. \( Y \leftarrow \text{head of } Q_j \)
                   12. if (\( \min(X) \not\prec \max(Y) \)) then \( \text{}^\text{\textit{Definitely}} \)
                       newUpdatedQueues \( \leftarrow \{j\} \cup \text{newUpdatedQueues} \)
                   13. if (\( \min(Y) \not\prec \max(X) \)) then \( \text{}^\text{\textit{Definitely}} \)
                       newUpdatedQueues \( \leftarrow \{i\} \cup \text{newUpdatedQueues} \)
                   12\' if (\( \max(X) < \min(Y) \)) then \( \text{}^\text{\textit{Possibly}} \)
                       newUpdatedQueues \( \leftarrow \{i\} \cup \text{newUpdatedQueues} \)
                   13\' if (\( \max(Y) < \min(X) \)) then \( \text{}^\text{\textit{Possibly}} \)
                       newUpdatedQueues \( \leftarrow \{j\} \cup \text{newUpdatedQueues} \)
                   14\' if (\( \max(Y) < \min(X) \)) then \( \text{}^\text{\textit{Possibly}} \)
                       newUpdatedQueues \( \leftarrow \{i\} \cup \text{newUpdatedQueues} \)
               16. Delete heads of all \( Q_k \) where \( k \in \text{newUpdatedQueues} \)
      17. \( \text{updatedQueues} \leftarrow \text{newUpdatedQueues} \)
   18. if (all queues are non-empty) then
      19. solution found. Heads of queues identify intervals solution.

Algorithm 11.2 Detecting a conjunctive predicate (centralized, on-line) for \( \text{Possibly} \) or \( \text{Definitely} \) modality. For \( \text{Definitely}(\phi) \), lines 12–15 are executed. For \( \text{Possibly}(\phi) \), lines 12\'–15\' are executed. To detect both, disjoint data structures are required.

- Specifically, lines 12–15 can be used to check for \( \text{Definitely}(\phi) \) in accordance with Eq. (11.3).
- Lines 12\'–15\' can be used to check for \( \text{Possibly}(\phi) \) in accordance with Eq. (11.4).

The set \( \text{updatedQueues} \) stores the indices of all the queues whose heads get updated. In each iteration of the while loop, the index of each queue whose head is updated is stored in set \( \text{newUpdatedQueues} \) (lines 12–15 or 12\'–15\'). In lines 16 and 17, the heads of all these queues are deleted and indices of the updated queues are stored in the set \( \text{updatedQueues} \). Thus, an interval gets deleted only if it cannot be part of the solution. Now observe that each interval gets processed unless a solution is found using an interval from each process. From Eqs (11.5) and (11.6), if every queue is non-empty and their
heads cannot be pruned, then a solution exists and the set of intervals at the head of each queue forms a solution.

**Termination**

If a solution exists, it is eventually detected by lines 18–19. Otherwise, $P_0$ waits to receive an interval from some process. The code can be modified to detect the end of the execution at a process, and to notify $P_0$ about it.

**Complexity**

Let $p$ be the number of intervals per process, and $M$ be the number of messages sent in the execution.

- **Message complexity** The number of control messages sent by the $n$ processes to $P_0$ is $\min(pn, 4M)$. The first term denotes a message being sent for each interval completed. The second term denotes that at most four control messages get sent for each execution message, in accordance with the observation made earlier. Each control message contains two vector timestamps, which has size $2n$ integers.
- **Space complexity** The space complexity at $P_0$ is $\min(pn, 4M) \cdot 2n$ because all the intervals may have to be queued up among the queues $Q_1, \ldots, Q_n$.
- **Time complexity** When an interval is compared with others (loop in lines 6–15), there are $O(n)$ steps. As there are $\min(pn, 4M)$ intervals enqueued, the time complexity is $O(n \cdot (\min(pn, 4M)))$.

**11.4.2 Global state-based centralized algorithm for $\mathbf{Possibly(\phi)}$, where $\phi$ is conjunctive**

A more efficient algorithm to detect $\mathbf{Possibly(\phi)}$ than the generic algorithm in Algorithm 11.2 can be devised by tailoring an algorithm to this specific modality.

Observe that $\mathbf{Possibly(\phi)}$ holds if and only if there is a consistent global state in the execution in which $\phi$ holds. Thus, detecting $\mathbf{Possibly(\phi)}$ is equivalent to identifying a consistent global state in which the local state at each process $P_i$ satisfies $\phi_i$. In this consistent global state, for any two local states $s_i$ and $s_j$ at $P_i$ and $P_j$, respectively, the following must hold:

\[
\text{(mutually concurrent) } \forall i, \forall j, \ s_i \not\prec s_j \land s_j \not\prec s_i. \quad (11.7)
\]
Each process $P_i$ sends the vector timestamp of the local state when $\phi_i$ becomes true, to the server process $P_0$. In fact, such a message needs to be sent only each time that the local predicate becomes true for the first time since the previous communication event. This is because internal events that are not separated by communication events are equivalent in terms of consistent global states. Algorithm 11.3 tracks the most recent global state that can potentially satisfy $\Possibly(\phi)$ using a two-dimensional array $GS[1\ldots n, 1\ldots n]$, where row $GS[i]$ stores the vector timestamp of the local state of process $P_i$. At $P_0$, the queuing of the vector timestamps received from $P_i$ into $Q_i$ is not shown explicitly. The algorithm run by $P_0$ picks any process $P_j$ such that $Valid[j] = 0$ and dequeues the head of $Q_j$ for consideration of consistency with respect

| integer: $GS[1\ldots n, 1\ldots n]$; || ith row tracks vector time of $P_i$ |
| boolean: $Valid[1\ldots n]$; || $Valid[j] = 0$ implies $P_j$ state $GS[j, \cdot]$ needs to be advanced |
| queue of array of integer: $Q_1, Q_2, \ldots Q_n \leftarrow \bot$; || $Q_i$ stores timestamp info from $P_i$ |

1. while $(\exists j | Valid[j] = 0)$ do  // $P_j$’s state $GS[j, \cdot]$ is not consistent with // others 
   2. if $(Q_j = \bot$ and $P_j$ has terminated) then 
      3. return(0); 
   4. else 
      5. await $Q_j$ becomes non-empty; 
      6. $GS[j, 1\ldots n] \leftarrow head(Q_j)$; || Consider next state of $P_j$ for // consistency 
      7. dequeue(head($Q_j$)); 
      8. $Valid[j] \leftarrow 1$; 
   9. for $k = 1$ to $n$ do  // Check $P_j$’s state w.r.t. $P_k$’s state (for every $P_k$) 
      10. if $k \neq j$ and $Valid[k] = 1$ then 
         11. if $GS[j, j] \leq GS[k, j]$ then  // $P_j$’s state is inconsistent // with $P_k$’s state 
             12. $Valid[j] \leftarrow 0$; // next state of $P_j$ needs to be // considered 
         else if $GS[k, k] \leq GS[j, k]$ then  // $P_k$’s state is inconsistent // with $P_j$’s state 
             13. $Valid[k] \leftarrow 0$; // next state of $P_k$ needs to be // considered 
      14. return(1).

**Algorithm 11.3** Global state-based detection of a conjunctive predicate (centralized, on-line, Possibly).
In Algorithm 11.3, \( P_0 \) tests whether \( P_j \)'s and \( P_k \)'s candidate local states are consistent with each other. (a) \( P_j \)'s old state is invalid. (b) \( P_k \)'s old state is invalid.

Figure 11.7

The main check is in lines 9–14 where \( P_j \)'s state is checked for mutual consistency with \( P_k \)'s state, for all \( k \) (this check is based on vector clocks [9, 19]):

- If \( P_j \)'s state is old and hence causes inconsistency, it is marked as invalid (lines 11–12). See Figure 11.7(a).
- If \( P_k \)'s state is old and hence causes inconsistency, it is marked as invalid (lines 13–14). See Figure 11.7(b).

After this main check, the algorithm continues in the main while loop and picks another process \( P_j \) such that \( \text{Valid}[j] \equiv 0 \). A consistent state is detected when \( \text{Valid}[j] = 1 \) for all \( j \).

**Termination**

The algorithm terminates successfully (line 15) if \( \text{Valid}[j] = 1 \) for all \( j \), indicating a solution is found. It terminates unsuccessfully (line 3) if some process terminates and its queue is empty.

**Complexity**

Let \( m \) be the number of local states at any process. Let \( M \) denote the total number of messages sent in the execution.

- **Time complexity**  As there are at most \( mn \) local states that are processed by \( P_0 \), and for each such local state the for loop in line 9 is invoked once and requires \( 2n \) integer comparisons, the time complexity of the algorithm is \( O(n^2m) \).
- **Space complexity**  The space complexity at \( P_0 \) is \( O(n^2m) \) because there are at most \( mn \) states, each represented as a vector timestamp, that can be queued among the \( n \) queues \( Q_1 \) to \( Q_n \).
- **Message complexity**  The number of control messages sent by the \( n \) processes to \( P_0 \) is \( 2M \), and each message contains the vector timestamp, which has size \( n \) integers.
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11.5.1 Distributed state-based token algorithm for \textit{Possibly}(\phi), where \phi is conjunctive

Algorithm 11.4 [10] is a distributed version of Algorithm 11.3. Each queue \(Q_i\) is maintained locally at \(P_i\). The data structure \(GS\) no longer needs to be an \(n \times n\) array. Instead, a unique token is passed among the processes serially. The token carries a vector \(GS\) corresponding to the vector timestamp of the earliest global state under consideration as a candidate solution.

```
struct token {
    integer: GS[1...n]; //Earliest possible global state as a
                        //candidate solution
    boolean: Valid[1...n]; //Valid[j] = 0 indicates
                              //P_j’s state GS[j] is invalid
}
queue of array of integer: Qi ←⊥
```

Initialization. \(Token\) is at a randomly chosen process. On receiving \(Token\) at \(P_i\):

1. \(\text{while} (Token.Valid[i] = 0)\) do //\(Token.GS[i]\) is the latest state of \(P_i\)
   //known to be inconsistent
2. \(\text{await} (Qi\text{ to be nonempty});\) //with other candidate local
   //state of \(P_j\), for some \(j\)
3. if \((\text{head}(Qi))[i] > Token.GS[i])\) then
4. \(Token.GS[i] ← (\text{head}(Qi))[i];\) //earliest possible
   //state of \(P_i\) that can be part of
   //solution is written
5. \(Token.Valid[i] ← 1;\) //to \(Token\) and its validity is set.
6. \(\text{else dequeue} \text{ head}(Qi);\)
7. \(\text{for} j = 1 \text{ to } n \ (j \neq i) \ \text{do}\) //for each other process \(P_j\): based on \(P_i\)’s
   //local state, determine whether
8. if \(j \neq i \ \text{and} \ (\text{head}(Qi))[j] \geq Token.GS[j]\) then //\(P_j\)’s
   //candidate local state (in \(Token\))
   //is consistent. If not, \(P_j\) needs to
   //consider a later candidate
9. \(Token.GS[j] ← (\text{head}(Qi))[j];\) //state with a
   //timestamp > (\text{head}(Qi))[j]
10. \(Token.Valid[j] ← 0;\)
11. \(\text{dequeue} \ (\text{head}Q);\)
12. if for some \(k\), \(Token.Valid[k] = 0\) then
13. \(\text{send} \ Token\ \text{to} \ P_k;\)
14. \(\text{else return}(1).\)
```

\textbf{Algorithm 11.4} Global state-based detection of a conjunctive predicate (distributed, on-line, \textit{Possibly}) [10]. Code shown is for \(P_i\), \(1 \leq i \leq n\).
A process $P_i$ receives a token only when $Token.Valid[i] = 0$. All local states of $P_i$ up to $Token.GS[i]$ will necessarily be not consistent with the earliest possible candidate local state of some other process. So $P_i$ has to now consider from its local queue $Q_i$, the first local state with timestamp greater than $Token.GS[i]$ (lines 3–6). Based on such a state of $P_j$, now written to $Token.GS[i]$ in line 4, for each $j$, $P_i$ now determines in line 8 whether $P_j$’s candidate local state $Token.GS[j]$ is consistent with $Token.GS[i]$. This test is illustrated in Figure 11.8.

- If the condition in line 8 is true (Figure 11.8(a)), $P_j$’s state is not consistent. $Token.Valid[j]$ is reset. This implies that the token must visit $P_j$ before termination of the algorithm and $P_j$ needs to find a local state that is mutually consistent with all the other states in $Token.GS$.
- If the condition in line 8 is false (Figure 11.8(b)), $P_j$’s state is consistent.

**Termination**

The algorithm finds a solution when $Token.Valid[j] = 1$, for all $j$ (line 14). If a solution is not found, the code hangs in line 2. The code can be modified to terminate unsuccessfully in line 2 by modeling an explicit “process terminated” state in this case.

**Complexity**

- **Time complexity** Each time a token is received by $P_i$, at least one local state is examined and deleted. This involves $O(n)$ comparisons in the main loop (lines 7–10). Assuming a total of $m$ states at a process, the time overhead at a process is $O(mn)$. The time overhead across processes is cumulative as the token travels serially. Hence, total time complexity is $O(mn^2)$.
- **Space complexity** In the worst case, all the local states may get queued in $Q_i$, leading to a space requirement of $O(mn)$. Across all processes the space requirement becomes $O(mn^2)$.
- **Message complexity** The token makes $O(mn)$ hops, and the size of the token is $2n$ integers.

---

**Figure 11.8** In Algorithm 11.4, $P_i$ tests whether $P_j$’s candidate local state $Token.GS[j]$ is consistent with $head(Q_i)[j]$, which is assigned to $Token.GS[i]$. The two possibilities are illustrated. (a) Not consistent. (b) Consistent.
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11.5.2 Distributed interval-based token algorithm for \( \text{Definitely}(\phi) \), where \( \phi \) is conjunctive

We now study an interval-based distributed token-based algorithm to detect \( \text{Definitely}(\phi) \) based on the tests in Eqs (11.3) and (11.5) \cite{3}. Define \( I_i \leftrightarrow I_j \) as: \( \min(I_i) < \max(I_j) \).

**Problem statement**

In a distributed execution, identify a set of intervals \( I \) containing one interval from each process, such that (i) the local predicate \( \phi_i \) is true in \( I_i \in I \), and (ii) for each pair of processes \( P_i \) and \( P_j \), \( \text{Definitely}(\phi_{i,j}) \) holds, i.e., \( I_i \leftrightarrow I_j \) and \( I_j \leftrightarrow I_i \).

The algorithm is given in Algorithm 11.6. The vector timestamps of the start of and of the end of an interval form a data type \( \text{Log} \), as shown in Algorithm 11.5. When an interval completes at process \( P_i \), the interval’s \( \text{Log} \) is added to a local queue \( Q_i \), selectively, as shown in Algorithm 11.5. An interval \( Y \) at \( P_j \) is deleted if on comparison with some interval \( X \) on \( P_i \), \( X \not\leftrightarrow Y \),

\[
\begin{align*}
\text{type } & \text{Log} \\
& \quad \text{start: array}[1 \ldots n] \text{ of integer}; \\
& \quad \text{end: array}[1 \ldots n] \text{ of integer}; \\
\text{type } & Q: \text{queue of Log}; \\
\text{When an interval begins:} \\
& \text{Log}_i.\text{start} \leftarrow V_i. \\
\text{When an interval ends:} \\
& \text{Log}_i.\text{end} \leftarrow V_i \\
\text{if} & \text{ (a receive event has occurred since the last time a Log was queued on } Q_i) \text{ then} \\
& \text{Enqueue Log}_i \text{ on to the local queue } Q_i.
\end{align*}
\]

Algorithm 11.5 Maintaining intervals for detection of a conjunctive predicate (distributed, on-line, \( \text{Definitely} \)) \cite{3}.

i.e., \( V_i(\min(X))[i] \not\leq V_j(\max(Y))[i] \). Thus the interval \( Y \) being deleted or retained depends on its value of \( V_j(\max(Y))[i] \). The value \( V_j(\max(Y))[i] \) changes only when a message is received. Hence an interval needs to be stored only if a receive has occurred since the last time a \( \text{Log} \) of a local interval was queued. Let \( V^-(X) \) and \( V^+(X) \) denote the vector timestamps of the start of interval \( X \) and the end of interval \( X \), respectively.

The token-based algorithm uses three types of messages (see Algorithm 11.6) that are sent among the processes. Request messages of type \( \text{REQUEST} \), reply messages of type \( \text{REPLY} \), and token messages of type \( \text{TOKEN} \), denoted \( \text{REQ} \), \( \text{REP} \), and \( T \), respectively. Only the token-holder
type REQUEST  //used by $P_i$ to send a request to each $P_j$
  start : integer;  //contains $Log_i\cdot\text{start}[i]$ for the interval at the queue
   //head of $P_i$
  end : integer;   //contains $Log_i\cdot\text{end}[j]$ for the interval at the queue
   //head of $P_i$, when sending to $P_j$

type REPLY       //used to send a response to a received request
  updated: set of integer;  //contains the indices of the updated queues

type TOKEN       //used to transfer control between two processes
  updatedQueues: set of integer;  //contains the index of all the updated
   //queues

(1) Process $P_i$ initializes local state:
(1a) $Q_i$ is empty.

(2) Token initialization:
(2a) A randomly elected process $P_i$ holds the token $T$.
(2b) $T\cdot\text{updatedQueues} \leftarrow \{1, 2, \ldots, n\}$.

(3) RcvToken: When $P_i$ receives a token $T$:
(3a) Remove index $i$ from $T\cdot\text{updatedQueues}$
(3b) wait until ($Q_i$ is nonempty)
(3c) $REQ\cdot\text{start} \leftarrow Log_i\cdot\text{start}[i]$, where $Log_i$ is the log at head of $Q_i$
(3d) for $j = 1$ to $n$ do
  (3e) $REQ\cdot\text{end} \leftarrow Log_i\cdot\text{end}[j]$
  (3f) Send the request $REQ$ to process $P_j$
(3g) wait until ($REP_j$ is received from each process $P_j$)
(3h) for $j = 1$ to $n$ do
  (3i) $T\cdot\text{updatedQueues} \leftarrow T\cdot\text{updatedQueues} \cup REP_j\cdot\text{updated}$
(3j) if ($T\cdot\text{updatedQueues}$ is empty) then
  (3k) Solution detected. Heads of the queues identify intervals that
   form the solution.
  else
  (3m) if ($i \in T\cdot\text{updatedQueues}$) then
    (3n) dequeue the head from $Q_i$
  (3o) Send token to $P_k$ where $k$ is randomly selected from the set
   $T\cdot\text{updatedQueues}$.

(4) RcvReq: When a $REQ$ from $P_i$ is received by $P_j$:
(4a) wait until ($Q_j$ is non-empty)
(4b) $REP\cdot\text{updated} \leftarrow \emptyset$
(4c) $Y \leftarrow$ head of local queue $Q_j$
(4d) $V^-_i(X)[i] \leftarrowREQ\cdot\text{start}$ and $V^+_i(X)[j] \leftarrowREQ\cdot\text{end}$
(4e) Determine $X \leftarrow Y$ and $Y \leftarrow X$
(4f) if ($Y \nleftrightarrow X$) then $REP\cdot\text{updated} \leftarrow REP\cdot\text{updated} \cup \{i\}$
(4g) if ($X \nleftrightarrow Y$) then
  (4h) $REP\cdot\text{updated} \leftarrow REP\cdot\text{updated} \cup \{j\}$
  (4i) Dequeue $Y$ from local queue $Q_j$
(4j) Send reply $REP$ to $P_i$.

Algorithm 11.6 Interval-based detection of a conjunctive predicate (distributed, on-line, Definitely) [3].
process can send \textit{REQ}s and receive \textit{REPs}. The process ($P_i$) having the token sends \textit{REQ}s to all other processes (line 3f). $\text{Log}_i$-$\text{start}[i]$ and $\text{Log}_i$-$\text{end}[j]$ for the interval at the head of the queue $Q_i$ are piggybacked on the request \textit{REQ} sent to process $P_j$ (lines 3c–3e). On receiving a \textit{REQ} from $P_i$, process $P_j$ compares the piggybacked interval $X$ with the interval $Y$ at the head of its queue $Q_j$ (line 4e). The comparisons between intervals on process $P_i$ and $P_j$ can result in these outcomes. (i) $\text{Definitely}(\phi_{i,j})$ is satisfied. (ii) $\text{Definitely}(\phi_{i,j})$ is not satisfied and interval $X$ can be removed from the queue $Q_i$. The process index $i$ is stored in $\text{REP}.\text{updated}$ (line 4f). (iii) $\text{Definitely}(\phi_{i,j})$ is not satisfied and interval $Y$ can be removed from the queue $Q_j$. The interval at the head of $Q_j$ is dequeued and process index $j$ is stored in $\text{REP}.\text{updated}$ (lines 4g, 4h). Note that outcomes (ii) and (iii) may occur together. After the comparisons, $P_j$ sends $\text{REP}$ to $P_i$. Once the token-holder process $P_i$ receives a $\text{REP}$ from all other processes, it stores the indices of all the updated queues in the set $T.\text{updatedQueues}$ (lines 3h, 3i).

A solution, identified by the set $\mathcal{I}$ formed by the interval $I_k$ at the head of each queue $Q_k$, is detected if the set $\text{updatedQueues}$ is empty. Otherwise, if index $i$ is contained in $T.\text{updatedQueues}$, process $P_i$ deletes the interval at the head of its queue $Q_i$ (lines 3m, 3n). If the set $T.\text{updatedQueues}$ is non-empty, the token is sent to a process selected randomly from the set (line 3o).

The crux of the correctness of this algorithm is based on Eqs (11.3) and (11.5) for $\text{Definitely}(\phi)$. We can make the following observations from the algorithm:

- If $\text{Definitely}(\phi_{i,j})$ is not true for a pair of intervals $X_i$ and $Y_j$, then either $i$ or $j$ is inserted into $T.\text{updatedQueues}$.
- An interval is deleted from queue $Q_i$ at process $P_i$ if and only if the index $i$ is inserted into $T.\text{updatedQueues}$.
- When a solution $\mathcal{I}$ is detected by the algorithm, the solution is correct, i.e., for each pair $P_i, P_j \in N$, the intervals $I_i = \text{head}(Q_i)$ and $I_j = \text{head}(Q_j)$ are such that $I_i \leftrightarrow I_j$ and $I_j \leftrightarrow I_i$ (and hence by Eqs (11.3) and (11.5), $\text{Definitely}(\phi)$ must be true).
- If a solution $\mathcal{I}$ exists, i.e., for each pair $P_i, P_j \in N$, the intervals $I_i, I_j$ belonging to $\mathcal{I}$ are such that $I_i \leftrightarrow I_j$ and $I_j \leftrightarrow I_i$ (and hence $\text{Definitely}(\phi)$ must be true), then the solution is detected by the algorithm.

\textbf{Complexity}

The complexity analysis can be done in terms of two parameters – the maximum number of messages sent per process ($m$) and the maximum number of intervals per process ($p$).
• **Space complexity**  This is analyzed for each process, and for the entire system.

• The worst-case space overhead across all the processes is \(2mn^2\). The worst-case space overhead at any process is \(O(mn^2)\).

• The total number of Logs stored at each process is \(p\) because, in the worst case, the Log for each interval may need to be stored. As each Log has size \(2n\), the worst-case overhead is \(2np\) integers over all Logs per process, and the worst-case space complexity across all processes is \(2n^2p = O(n^2p)\).

As the total number of Logs stored on all the processes is \(\min(np, mn)\), the worst-case space overhead across all the processes is \(\min(2n^2p, 2n^2m)\).

This is equivalent to \(\min(2np, 2nm)\) per process if the \(mn\) message destinations are divided equally among the processes (implying that each process has up to \(\min(p, m)\) Logs). The worst-case space overhead at a process is \(\min(2np, 2n(n - 1)m)\).

• **Time complexity**  The two components contributing to time complexity are \(RcvReq\) and \(RcvToken\):

  \(RcvReq\): In the worst case, the number of REQs received by a process is equal to the number of Logs on all other processes, because a REQ is sent only once for each Log. The total number of Logs over all the queues is \(\min(np, mn)\), hence the number of interval pairs compared per process is \(\min((n - 1)p, m(n - 1))\). As it takes \(O(1)\) time to execute \(RcvReq\), the worst-case time complexity per process for \(RcvReq\) is \(O(\min(np, mn))\). As the processes execute \(RcvReq\) in parallel, this is also the total time complexity for \(RcvReq\).

  \(RcvToken\): The token makes at most \(\min(np, mn)\) hops serially and each hop requires \(O(n)\) time complexity. Hence the worst-case time complexity for \(RcvToken\) across all processes is \(O(\min(pn^2, mn^2))\). In the worst case, a process receives the token each time its queue head is deleted, and this can happen as many times as the number of Logs at the process. As the number of Logs at a process is \(\min(p, m(n - 1))\), the worst-case time complexity per process is \(O(\min(pn, mn^2))\).

The worst-case time complexity across all the processes is \(O(\min(pn^2, mn^2))\). This is equivalent to \(O(\min(pn, mn))\) per process if the \(mn\) message destinations are divided equally among the processes (implying that each process has up to \(\min(p, m)\) Logs). The worst-case time complexity at a process is \(O(\min(pn, mn^2))\).

• **Message complexity**  For each Log, either no messages are sent, or \(n - 1\) REQs, \(n - 1\) REP\s, and one token \(T\) are sent.

  • As the total number of Logs over all the queues is \(\min(np, mn)\), hence the worst-case number of messages over all the processes is \(O(n\min(np, mn))\).

  • The size of each \(T\) is equal to \(O(n)\), while the size of each REP and each REQ is \(O(1)\). Thus for each Log, the message space overhead is \(O(n)\)
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Figure 11.9 Illustrations of definitions used by Algorithm 11.7. (a) Definition of an interval. (b) Definitions of interval vectors Least_Sol, Current_Conc_Ints, and Log entries.

if any messages are sent for that Log. Hence the worst-case message space overhead over all the processes is equal to $O(n \min(np, mn))$.

11.5.3 Distributed interval-based piggybacking algorithm for Possibly($\phi$), where $\phi$ is conjunctive

Unlike the previous algorithm which was a token-based algorithm to detect Definitely($\phi$), we now look at the distributed algorithm by Hurfin et al. [14] for detecting Possibly($\phi$) without using any control messages. Instead, the algorithm piggybacks the necessary information on the application messages. The algorithm therefore illustrates a different design approach.

In Algorithm 11.7, the semantics of an interval is that each interval at a process represents the duration between two consecutive communication events at the process (see Figure 11.9(a)). Intervals are sequentially numbered at any process $P_i$, as $I_0^i, I_1^i, I_2^i, \ldots$. Two intervals at $P_i$ and $P_j$ are concurrent if Possibly($\phi$) is true as determined by Eq. (11.4), and assuming $\phi_i$ is true in $I_i$ and $\phi_j$ is true in $I_j$.

The following variables are used at each process:

- **not_yet_logged[1..n]**, a boolean array, is used to determine whether in the current interval, the “sequence number” of the interval is logged when the predicate first became true in this interval. This variable helps to minimize the number of intervals logged, by ensuring that in any interval, the interval is logged only once in the local log (see below) when the local predicate first becomes true in the interval (lines 1a–1b). Logging just once is important when the predicate may toggle its truth value multiple times within an interval.
- **Current_Conc_Ints[1..n]**, an array of integers, is used to keep track of the latest known concurrent set of intervals (as per Eqs (11.4) and (11.6)). However, it is not necessarily known whether the local predicates at the various processes are true in these intervals, because this array is updated at the start of an interval.
- **Least_Sol[1..n]**, an array of integers, is used to track the least possible global state (i.e., set of intervals) that could possibly satisfy Possibly($\phi$).
Algorithm 11.7 Interval-based detection of a conjunctive predicate (distributed, on-line, Possibly) [14].
In other words, no interval at any process, that precedes that process’s interval in \textit{Least\_Sol}, can ever be part of the solution global state.

We have that \((\forall k)\) \textit{Current\_Conc\_Ints}[k] \geq \textit{Least\_Sol}[k]. See Figure 11.9(b).

- \textit{Valid}[1 \ldots n], a boolean array, tells whether the corresponding interval in \textit{Least\_Sol} is valid, i.e., whether the local predicate is ever satisfied in that interval. \textit{Valid}[j] = 1 means \(\phi_j\) is necessarily satisfied in \textit{Least\_Sol}[j]; if 0, it is not yet known whether \(\phi_j\) is satisfied because the interval has not yet completed.

It follows that \textit{Possibly}(\phi) is true and \(\phi\) is satisfied in the state identified by \textit{Least\_Sol} when all the entries in array \textit{Valid} are true.

- The queue \textit{Log} at each process tracks the various values (vectors) of intervals (one interval per process) that are locally generated, one for each local communication event. In some sense, this tracks the intermediate states \textit{Current\_Conc\_Ints} as they are generated, between global state \textit{Least\_Sol} and the “current” global state \textit{Current\_Conc\_Ints}.

At the time the local predicate becomes true and \textit{not\_yet\_logged} is false, (i) \textit{Current\_Conc\_Ints} is enqueued locally, and (ii) if \textit{Current\_Conc\_Ints}[i] = \textit{Least\_Sol}[i], then \textit{Valid}[i] is set to true (lines 1c–1d).

The array \textit{Current\_Conc\_Ints}’s local component is always updated for each send and receive event. The array is also piggybacked on each message sent. The receiver takes the maxima of its local array and the sender’s array (line 3a). Thus, this global state is always kept up to date.

The array \textit{Least\_Sol} plays “catch up” with \textit{Current\_Conc\_Ints}. At a send event at \(P_i\), \textit{Least\_Sol}[i] is set to \textit{Current\_Conc\_Ints}[i] if the log \textit{Log}_i is empty (lines 2c–2d). The arrays \textit{Least\_Sol} and \textit{Valid} are also piggybacked on the message sent (line 2e). At a receive event, the receiver \(P_j\) takes the more up-to-date information (line 3b) on \textit{Least\_Sol} and \textit{Valid} that it has and receives from \(P_j\). (Assuming a solution is not found here, i.e., \textit{Valid} is not all 1, further processing is necessary to advance \textit{Least\_Sol}.) In this step, the previous value of \textit{Least\_Sol}[i] may advance. As a result, entries of \textit{Current\_Conc\_Ints} in the log \textit{Log}_i that are older than the new value of \textit{Least\_Sol}[i] are dequeued and deleted (lines 3e–3f ). If \textit{Log}_i becomes empty, \textit{Least\_Sol} catches up completely with \textit{Current\_Conc\_Ints} and all the entries in the vector \textit{Valid} are reset as we no longer know whether the local predicates were true in the corresponding intervals of \textit{Current\_Conc\_Ints} (lines 3g–3h). If \textit{Log}_i is non-empty (line 3i), then the current head of the \textit{Log} represents one of the earlier values of \textit{Current\_Conc\_Ints}. The information of this queue head and associated validity vector of all 0s, is combined with the value of \((\textit{Least\_Sol}_i, \textit{Valid}_i)\) (line 3j) and \textit{Valid}[i] is set to 1 (line 3k) because the global state from \textit{head}(\textit{Log}_i) implies that \(\phi_i\) was true in the local interval in that global state. At this stage, if \textit{Valid}_i[k] is true for all \(k\), then a solution state is given by \textit{Least\_Sol}. 


Termination
If $Valid[k] = 1$ for all $k$, the algorithm finds a set of intervals satisfying $Possibly(\phi)$. Note that for this to happen, some process must have received information about all such intervals and that they were valid. It may happen that such a set of intervals indeed exists but no process is able to see all these intervals under two related conditions: (i) there is not enough communication on which such information can be piggybacked; and (ii) the underlying execution terminates shortly after such a set of intervals come into existence. Exercise 11.8 asks you to analyze this termination condition further.

Complexity
Let $M_s$ and $M_c$ denote the number of messages sent by a process, and the number of communication events at a process, respectively.

- **Time complexity** Each message send and message receive requires $O(n)$ processing. The time complexity at a process is $O(M_c n)$ and, across all processes, this is $O(M_c n^2) = O(M_s n^2)$.
- **Space complexity** The Log at a process may have to hold up to $M_c$ intervals, each of size $O(n)$. The other data structures are integer or boolean arrays of size $n$ and require $O(n)$ space locally. Hence, the system space complexity is $O(\sum_{i=1}^{n} M_c n) = O(M_c n^2) = O(M_s n^2)$.
- **Message complexity** On each message sent by the application, $O(3n)$ data is piggybacked. No control messages are used. If a process sends up to $M_s$ messages, the total space overhead is $O(M_s n^2)$.
- **Fault-tolerance** The algorithm is resilient to message losses because it uses piggybacking of control information (See Exercise 11.9).

11.6 Further classification of predicates

We have thus far seen relational predicates, conjunctive predicates, local predicates, and stable predicates. Here we formally define local predicates, and then consider two more types of predicates:

- **Local predicate** A local predicate is a predicate whose value is fully controlled by a single process.
- **Disjunctive predicates** If a predicate $\phi$ can be expressed as the disjunction $\bigvee_{i \in \mathbb{N}} \phi_i$, where $\phi_i$ is a predicate local to process $i$, then $\phi$ is a disjunctive predicate. Disjunctive predicates are straightforward to detect; each process monitors the local disjunct, and when it becomes true, informs the other processes. If the disjunct at $P_i$ becomes true after the $x$th local event, then in the state lattice diagram, $\phi$ will be true in all global states
having $x$ events at $P_i$. It is now easy to see that for a disjunctive predicate, $Possibly(\phi) = Definitely(\phi)$.

- **Observer-independent predicates** Different observers may observe different cuts of the execution; an observer can only determine if the predicate $\phi$ became true in the cuts it can observe. If $\phi$ is observer-independent, different observers will all agree on whether the predicate $\phi$ became true.

  We have seen that $Definitely(\phi) \implies Possibly(\phi)$. If the predicate $\phi$ also satisfies the condition $Possibly(\phi) \implies Definitely(\phi)$, and thus $Possibly(\phi) = Definitely(\phi)$, then it is an observer-independent predicate. The predicate will be seen to hold or to not hold independent of the observer.

Stable predicates as well as disjunctive predicates are both observer-independent.

The modalities $Possibly$ and $Definitely$ are coarse-grained. Predicates can also be detected under a rich, fine-grained suite of modalities based on the causality relation $[2, 15, 16]$.

### 11.7 Chapter summary

Observing global states is a fundamental problem in asynchronous distributed systems, as studied in Chapter 4. A natural extension of this problem is to detect global states that satisfy a given predicate on the variables of the distributed program. The chapter first considered stable predicates, which are predicates that remain true once they become true. Deadlock detection and termination detection are based on stable predicate detection.

Unstable predicates on the program variables are difficult to detect because the values of variables that make the predicate true can change and falsify the predicate. Hence, unstable predicates are defined under modalities: $Possibly$ and $Definitely$. Furthermore, a predicate can be broadly classified as conjunctive or relational. A relational predicate is a predicate using any relation on the distributed variables, whereas a conjunctive predicate is defined to be a conjunct of local predicates.

The chapter studied a centralized algorithm for detecting relational predicates, having exponential complexity. This complexity seems to be inherent for relational predicates. The next centralized algorithms considered for conjunctive predicates were: (i) an interval-based algorithm for detecting both modalities $Possibly$ and $Definitely$; and (ii) a global state-based algorithm for detecting under $Possibly$ modality.

The chapter then covered three distributed algorithms for conjunctive predicates, all having polynomial complexity. The first was a state-based token-based algorithm for the $Possibly$ modality. The second was an interval-based token-based algorithm for the $Definitely$ modality. The third
Global predicate detection was an interval-based piggybacking algorithm for the *Possibly* modality. These representative algorithms illustrate different techniques for conjunctive predicate detection. The chapter concluded by mentioning other more sophisticated predicate modalities.

### 11.8 Exercises

**Exercise 11.1** State whether each of the following is True or False. Justify your answers.

1. $\text{Possibly}(\phi) \implies \neg \text{Definitely}(\phi)$
2. $\text{Possibly}(\phi) \implies \text{Definitely}(\phi)$
3. $\text{Possibly}(\phi) \implies \text{Definitely}(\neg \phi)$
4. $\text{Possibly}(\phi) \implies \neg \text{Definitely}(\neg \phi)$
5. $\text{Definitely}(\phi) \implies \text{Possibly}(\phi)$
6. $\text{Definitely}(\phi) \implies \neg \text{Possibly}(\phi)$
7. $\text{Definitely}(\phi) \implies \neg \text{Possibly}(\phi)$
8. $\text{Definitely}(\phi) \implies \neg \text{Possibly}(\neg \phi)$

**Exercise 11.2** A conjunctive predicate $\phi = \bigwedge_{i \in N} \phi_i$, where $\phi_i$ is a predicate defined on variables local to process $P_i$.

In a distributed execution $(E, \prec)$, let $\text{First\_Cut}(\phi)$ denote the earliest or smallest consistent cut in which the global conjunctive predicate $\phi$ becomes true.

Recall that in different equivalent executions, a different “path” may be traced through the state lattice. Therefore, for different re-executions of this (deterministic) distributed program, is the state $\text{First\_Cut}(\phi)$ well-defined? That is, is it uniquely identified? In other words, is the set of cuts $C(\phi)$ closed under intersection?

**Exercise 11.3** [17] Define all the relevant variables and formulate in detail, a deadlock detection algorithm based on stable predicate detection.

**Exercise 11.4** Prove that the predicate detection problem is NP-complete. (Hint: Show a reduction from the satisfiability (SAT) problem.)

**Exercise 11.5** If it is known that $\text{Possibly}(\phi)$ is true and $\text{Definitely}(\phi)$ is false in an execution, then what can be said about $\phi$ in terms of the paths of the state lattice of that execution?

**Exercise 11.6** For Algorithm 11.1, answer the following:

1. When can the algorithm begin constructing the global states of level $lvl$?
2. When are all the global states of level $lvl$ constructed?

**Exercise 11.7** Can the algorithm for global state-based detection of a conjunctive predicate (centralized, on-line, *Possibly*) of Algorithm 11.3 be modified to detect *Definitely$(\phi)$*? If yes, give the modified algorithm and show it is correct.

**Exercise 11.8** Determine whether the interval-based distributed algorithm (Algorithm 11.7) to detect *Possibly$(\phi)$* will always detect *Possibly$(\phi)$*, even though the
algorithm is correct in principle. If it will not, extend the algorithm to ensure that a solution is always detected if it exists. (Hint: Consider the termination of the execution and the Possibly modality holding just a little before the termination.)

Exercise 11.9 Analyze the degree to which Algorithm 11.7 is resilient to message losses.

Exercise 11.10 Show the following relationships among the various classes of predicates:

1. The set of stable predicates is a proper subset of the set of observer-independent predicates.
2. The set of disjunctive predicates is a proper subset of the set of observer-independent predicates.

Exercise 11.11 Consider the algorithm for detecting Possibly($\phi$) for a conjunctive predicate (Algorithm 11.4). Can the algorithm be modified to delete line 11? How will the correctness of the algorithm be affected?

11.9 Notes on references

The discussion on stable and unstable predicates is based on Chandy and Lamport [6]. Pnueli first introduced a temporal logic for programs with the “henceforth” operator [21]. The discussion on detecting deadlocks is based on Kshemkalyani and Singhal [17] and the discussion on termination detection is based on Mattern [20]. The challenges in detecting unstable predicates, the Possibly and Definitely modalities, and the notion of the state lattice were formulated by Cooper and Marzullo [8] and Marzullo and Neiger [18]. The centralized algorithms to detect Possibly and Definitely for relational predicates are based on Cooper and Marzullo [8]. Various techniques to improve the efficiency are given by Alagar and Venkatesan [1]. Conjunctive predicates were discussed by Venkatesan and Dathan [22], Garg and Waldecker [11], and Kshemkalyani [15]. The discussion on the conditions to detect conjunctive predicates is based on Kshemkalyani [15] and Chandra and Kshemkalyani [4]. The centralized algorithm for Possibly($\phi$) and Definitely($\phi$) where $\phi$ is conjunctive, in Algorithm 11.2, is adapted from Chandra and Kshemkalyani [2] and Garg and Waldecker [11, 12]. The centralized algorithm for Possibly($\phi$) where $\phi$ is conjunctive, in Algorithm 11.3, is based on the test for consistent states using vector clocks of Mattern [19] and Fidge [9]. The distributed state-based algorithm for Possibly($\phi$) where $\phi$ is conjunctive, in Algorithm 11.4, is based on Garg and Chase [10]. The distributed interval-based algorithm for Definitely($\phi$) where $\phi$ is conjunctive, in Algorithm 11.6, is based on Chandra and Kshemkalyani [3]. The distributed interval-based algorithm for Possibly($\phi$) where $\phi$ is conjunctive, in Algorithm 11.7, is based on Hurfin et al. [14]. Observer-independent predicates were introduced by Charrron-Bost et al. [7]. A fine-grained set of modalities was introduced by [15]. Their mapping to the Possibly/Definitely modalities was proposed in [16]. Algorithms to detect predicates under these fine-grained modalities were given in [2, 4, 5].
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12.1 Abstraction and advantages

Distributed shared memory (DSM) is an abstraction provided to the programmer of a distributed system. It gives the impression of a single monolithic memory, as in traditional von Neumann architecture. Programmers access the data across the network using only read and write primitives, as they would in a uniprocessor system. Programmers do not have to deal with send and receive communication primitives and the ensuing complexity of dealing explicitly with synchronization and consistency in the message-passing model. The DSM abstraction is illustrated in Figure 12.1. A part of each computer’s memory is earmarked for shared space, and the remainder is private memory. To provide programmers with the illusion of a single shared address space, a memory mapping management layer is required to manage the shared virtual memory space.

DSM has the following advantages:

1. Communication across the network is achieved by the read/write abstraction that simplifies the task of programmers.
2. A single address space is provided, thereby providing the possibility of avoiding data movement across multiple address spaces, and simplifying passing-by-reference and passing complex data structures containing pointers.
3. If a block of data needs to be moved, the system can exploit locality of reference to reduce the communication overhead.
4. DSM is often cheaper than using dedicated multiprocessor systems, because it uses simpler software interfaces and off-the-shelf hardware.
5. There is no bottleneck presented by a single memory access bus.
6. DSM effectively provides a large (virtual) main memory.
7. DSM provides portability of programs written using DSM. This portability arises due to a common DSM programming interface, which is independent of the operating system and other low-level system characteristics.
Although a familiar (i.e., read/write) interface is provided to the programmer (see Figure 12.2) there is a catch to it. Under the covers, there is inherently a distributed system and a network, and the data needs to be shared in some fashion. There is no silver bullet. Moreover, with the possibility of data replication and/or the concurrent access to data, concurrency control needs to be enforced. Specifically, when multiple processors wish to access the same data object, a decision about how to handle concurrent accesses needs to be made. As in traditional databases, if a locking mechanism based on read and write locks for objects is used, concurrency is severely restrained, defeating one of the purposes of having the distributed system. On the other hand, if concurrent access is permitted by different processors to different replicas, the problem of replica consistency (which is a generalization of the problem of cache consistency in computer architecture studies) needs to be addressed. The main point of allowing concurrent access (by different processors) to the same data object is to increase throughput. But in the face of concurrent access, the semantics of what value a read operation returns to the program needs to be specified. Programmers ultimately need to understand this semantics, which may differ from the Von Neumann semantics, because the program logic depends greatly on this semantics. This compromises the assumption that the DSM is transparent to the programmer.
Before examining the challenges in implementing replica coherency in DSM systems, we look at its disadvantages:

1. Programmers are not shielded from having to know about various replica consistency models and from coding their distributed applications according to the semantics of these models.

2. As DSM is implemented under the covers using asynchronous message-passing, the overheads incurred are at least as high as those of a message-passing implementation. As such, DSM implementations cannot be more efficient than asynchronous message-passing implementations. The generality of the DSM software may make it less efficient.

3. By yielding control to the DSM memory management layer, programmers lose the ability to use their own message-passing solutions for accessing shared objects. It is likely that the standard vanilla implementations of DSM have a higher overhead than a programmer-written implementation tailored for a specific application and system.

The main issues in designing a DSM system are the following:

- Determining what semantics to allow for concurrent access to shared objects. The semantics needs to be clearly specified so that the programmer can code his program using an appropriate logic.
- Determining the best way to implement the semantics of concurrent access to shared data. One possibility is to use replication. One decision to be made is the degree of replication – partial replication at some sites, or full replication at all the sites. A further decision then is to decide on whether to use read-replication (replication for the read operations) or write-replication (replication for the write operations) or both.
- Selecting the locations for replication (if full replication is not used), to optimize efficiency from the system’s viewpoint.
- Determining the location of remote data that the application needs to access, if full replication is not used.
- Reducing communication delays and the number of messages that are involved under the covers while implementing the semantics of concurrent access to shared data.

There is a wide range of choices on how these issues can be addressed. In part, the solution depends on the system architecture. Recall from Chapter 1 that DSM systems can range from tightly coupled (hardware and software) multicomputers to wide-area distributed systems with heterogeneous hardware and software. There are four broad dimensions along which DSM systems can be classified and implemented:

- Whether data is replicated or cached.
- Whether remote access is by hardware or by software.
- Whether the caching/replication is controlled by hardware or software.
- Whether the DSM is controlled by the distributed memory managers, by the operating system, or by the language runtime system.
12.2 Memory consistency models

Memory coherence is the ability of the system to execute memory operations correctly. Assume $n$ processes and $s_i$ memory operations per process $P_i$. Also assume that all the operations issued by a process are executed sequentially (that is, pipelining is disallowed), as shown in Figure 12.3. Observe that there are a total of

$$\frac{(s_1 + s_2 + \ldots + s_n)!}{(s_1!s_2!\ldots s_n!)}$$

possible permutations or interleavings of the operations issued by the processes. The problem of ensuring memory coherence then becomes the problem of identifying which of these interleavings are “correct,” which of course requires a clear definition of “correctness.” The memory consistency model defines the set of allowable memory access orderings. While a traditional definition of correctness says that a correct memory execution is one that returns to each Read operation, the value stored by the most recent Write operation, the very definition of “most recent” becomes ambiguous in the presence of concurrent access and multiple replicas of the data item. Thus, a clear definition of correctness is required in such a system; the objective is to disallow the interleavings that make no semantic sense, while not being overly restrictive so as to permit a high degree of concurrency.
The DSM system enforces a particular memory consistency model; programmers write their programs keeping in mind the allowable interleavings permitted by that specific memory consistency model. A program written for one model may not work correctly on a DSM system that enforces a different model. The model can thus be viewed as a contract between the DSM system and the programmer using that system. We now consider six consistency models, which are related as shown in Figure 12.8.

**Notation** A write of value $a$ to variable $x$ is denoted as $Write(x, a)$. A read of variable $x$ that returns value $a$ is denoted as $Read(x, a)$. A subscript on these operations is sometimes used to denote the processor that issues these operations.

### 12.2.1 Strict consistency/atomic consistency/linearizability

The strictest model, corresponding to the notion of correctness on the traditional Von Neumann architecture or the uniprocessor machine, requires that any $Read$ to a location (variable) should return the value written by the most recent $Write$ to that location (variable). Two salient features of such a system are the following: (i) a common global time axis is implicitly available in a uniprocessor system; (ii) each write is immediately visible to all processes. Adapting this correctness model to a DSM system with operations that can be concurrently issued by the various processes gives the **strict consistency model**, also known as the **atomic consistency model**. The model is more formally specified as follows \[13, 21\]:

1. Any $Read$ to a location (variable) is required to return the value written by the most recent $Write$ to that location (variable) as per a global time reference. For operations that do not overlap as per the global time reference, the specification is clear. For operations that overlap as per the global time reference, the following further specifications are necessary.
2. All operations appear to be executed atomically and sequentially.
3. All processors see the same ordering of events, which is equivalent to the global-time occurrence of non-overlapping events.

An alternate way of specifying this consistency model is in terms of the "invocation" and "response" to each $Read$ and $Write$ operation, as shown in Figure 12.3. Recall that each operation \[13\] takes a finite time interval and hence different operations by different processors can overlap in time. However, the invocation and the response to each invocation can both be separately viewed as being atomic events. An execution sequence in global time is viewed as a sequence $Seq$ of such invocations and responses. Clearly, $Seq$ must satisfy the following conditions:
(Liveness:) Each invocation must have a corresponding response.
(Correctness:) The projection of $Seq$ on any processor $i$, denoted $Seq_i$, must be a sequence of alternating invocations and responses if pipelining is disallowed.

Despite the concurrent operations, a linearizable execution needs to generate an equivalent global order on the events that is a permutation of $Seq$, satisfying the semantics of linearizability. More formally, a sequence $Seq$ of invocations and responses is linearizable (LIN) if there is a permutation $Seq'$ of adjacent pairs of corresponding $\langle invoc, resp \rangle$ events satisfying:

1. For every variable $v$, the projection of $Seq'$ on $v$, denoted $Seq'_v$, is such that every $Read$ (adjacent $\langle invoc, resp \rangle$ event pair) returns the most recent $Write$ (adjacent $\langle invoc, resp \rangle$ event pair) that immediately preceded it.
2. If the response $op_1(resp)$ of operation $op_1$ occurred before the invocation $op_2(invoc)$ of operation $op_2$ in $Seq$, then $op_1$ (adjacent $\langle invoc, resp \rangle$ event pair) occurs before $op_2$ (adjacent $\langle invoc, resp \rangle$ event pair) in $Seq'$.

Condition 1 specifies that every processor sees a common order $Seq'$ of events, and that in this order, the semantics is that each $Read$ returns the most recent completed $Write$ value. Condition 2 specifies that the common order $Seq'$ must satisfy the global time order of events, viz., the order of non-overlapping operations in $Seq$ must be preserved in $Seq'$.

**Examples**  Figure 12.4 shows three executions:

- **Figure 12.4(a)** The execution is not linearizable because although the $Read$ by $P_2$ begins after $Write(x, 4)$, the $Read$ returns the value that existed before the $Write$. Hence, a permutation $Seq'$ satisfying the condition 2 above on global time order does not exist.
- **Figure 12.4(b)** The execution is linearizable. The global order of operations (corresponding to $\langle invoc, response \rangle$ pairs in $Seq'$), consistent with the real-time occurrence, is: $Write(y, 2), Write(x, 4), Read(x, 4), Read(y, 2)$. This permutation $Seq'$ satisfies conditions 1 and 2.
- **Figure 12.4(c)** The execution is not linearizable. The two dependencies: $Read(x, 0)$ before $Write(x, 4)$, and $Read(y, 0)$ before $Write(x, 2)$ cannot both be satisfied in a global order while satisfying the local order of operations at each processor. Hence, there does not exist any permutation $Seq'$ satisfying conditions 1 and 2.

**Implementations**
Implementing linearizability is expensive because a global time scale needs to be simulated. As all processors need to agree on a common order, the implementation needs to use total order. For simplicity, we assume full replication of each data item at all the processors. Hence, total ordering needs to be combined with a broadcast. Algorithm 12.1 gives the implementation
assuming the existence of a total order broadcast primitive that broadcasts to all processors including the sender. Hence, the memory manager software has to be placed between the application above it and the total order broadcast layer below it.

Algorithm 12.1 Implementing linearizability (LIN) using total order broadcasts [6]. Code shown is for $P_i$, $1 \leq i \leq n$.

Although Algorithm 12.1 appears simple, it is also subtle. The total order broadcast ensures that all processors see the same order:

- For two non-overlapping operations at different processors, by the very definition of non-overlapping, the response to the former operation precedes the invocation of the latter in global time.
- For two overlapping operations, the total order ensures a common view by all processors.
For a Read operation, when the memory managers systemwide receive the total order broadcast, they do not perform any action. Why is the broadcast then necessary? The reason is this. If Read operations do not participate in the total order broadcasts, they do not get totally ordered with respect to the Write operations as well as with respect to the other Read operations. This can lead to a violation of linearizability, as shown in Figure 12.5. The Read by \( P_k \) returns the value written by \( P_i \). The later Read by \( P_j \) returns the initial value of 0. As per the global time ordering requirement of linearizability, the Read by \( P_j \) that occurs after the Read by \( P_k \) must also return the value 4. However, that is not the case in this example, wherein the Read operations do not participate in the total order broadcast.

### 12.2.2 Sequential consistency

Linearizability or strict/atomic consistency is difficult to implement because the absence of a global time reference in a distributed system necessitates that the time reference has to be simulated. This is very expensive. Programmers can deal with weaker models. The first weaker model, that of sequential consistency (SC) was proposed by Lamport [19] and uses logical time reference instead of the global time reference.

Sequential consistency is specified as follows:

- The result of any execution is the same as if all operations of the processors were executed in some sequential order.
- The operations of each individual processor appear in this sequence in the local program order.

Although any possible interleaving of the operations from the different processors is possible, all the processors must see the same interleaving. In this model, even if two operations from different processors (on the same or different variables) do not overlap in a global time scale, they may appear in reverse order in the common sequential order seen by all the processors.

More formally [13], a sequence \( Seq \) of invocation and response events is sequentially consistent if there is a permutation \( Seq' \) of adjacent pairs of corresponding \( \langle invoc, resp \rangle \) events satisfying:

1. For every variable \( v \), the projection of \( Seq' \) on \( v \), denoted \( Seq'_v \), is such that every Read (adjacent \( \langle invoc, resp \rangle \) event pair) returns the most recent Write (adjacent \( \langle invoc, resp \rangle \) event pair) that immediately preceded it.
2. If the response $op_1$ (resp) of operation $op_1$ at process $P_i$ occurred before the invocation $op_2$ (invoc) of operation $op_2$ by process $P_i$ in $Seq$, then $op_1$ (adjacent $\langle$invoc, resp$\rangle$ event pair) occurs before $op_2$ (adjacent $\langle$invoc, resp$\rangle$ event pair) in $Seq'$.

Condition 1 is the same as that for linearizability. Condition 2 differs from that for linearizability. It specifies that the common order $Seq'$ must satisfy only the local order of events at each processor, instead of the global order of non-overlapping events. Hence the order of non-overlapping operations issued by different processors in $Seq$ need not be preserved in $Seq'$.

Examples
Three examples are considered in Figure 12.4:

- **Figure 12.4(a)** The execution is sequentially consistent. The global order $Seq'$ is: $Write(y, 2), Read(x, 0), Write(x, 4), Read(y, 2)$.
- **Figure 12.4(b)** As the execution is linearizable (seen in Section 12.2.1), it is also sequentially consistent. The global order of operations (corresponding to $\langle$invocation, response$\rangle$ pairs in $Seq'$), consistent with the real-time occurrence, is: $Write(y, 2), Write(x, 4), Read(x, 4), Read(y, 2)$.
- **Figure 12.4(c)** The execution is not sequentially consistent (and hence not linearizable). The two dependencies: $Read(x, 0)$ before $Write(x, 4)$, and $Read(y, 0)$ before $Write(x, 2)$ cannot both be satisfied in a global order while satisfying the local order of operations at each processor. Hence, there does not exist any permutation $Seq'$ satisfying conditions 1 and 2.

Implementations
As sequential consistency (SC) is less restrictive than linearizability (LIN), it should be easier to implement it. As all processors are required to see the same global order, but global time ordering need not be preserved across processes, it is sufficient to use total order broadcasts for the $Write$ operations only. In the simplified algorithm, no total order broadcast is required for $Read$ operations, because:

1. all consecutive operations by the same processor are ordered in the same order because pipelining is not used;
2. $Read$ operations by different processors are independent of each other and need to be ordered only with respect to the $Write$ operations in the execution.

In Exercise 12.1, you will be asked to reason this more thoroughly. Two algorithms for SC by Attiya and Welch [6] that exhibit a trade-off of the inhibition of $Read$ versus $Write$ operations are given next.
(shared var)

```c
int: x;
```

(1) When the memory manager at \( P_i \) receives a `Read` or `Write` from application:

(1a) `case Read: return` value from local replica;
(1b) `case Write(x,val): total_order_broadcast(Write(x, val))` to all processors including itself.

(2) When the memory manager at \( P_i \) receives a `total_order_broadcast` (\( Write(x, val) \)) from network:

(2a) `write val` to local replica of \( x \);
(2b) `if i = j then return` acknowledgement to application.

**Algorithm 12.2** Implementing sequential consistency (SC) using local `Read` operations [6]. Code shown is for \( P_i, 1 \leq i \leq n \).

**Local-read algorithm**

The first algorithm for SC, given in Algorithm 12.2, is a direct simplification of the algorithm for linearizability, given in Algorithm 12.1. In the algorithm, a `Read` operation completes atomically, whereas a `Write` operation does not. Between the invocation of a `Write` by \( P_i \) (line 1b) and its acknowledgement (lines 2a, 2b), there may be multiple `Write` operations initiated by other processors that take effect at \( P_i \) (line 2a). Thus, a `Write` issued locally has its completion locally delayed. Such an algorithm is acceptable for `Read`-intensive programs.

**Local-write algorithm**

Algorithm 12.3 does not delay acknowledgement of `Writes`. For `Write`-intensive programs, it is desirable that a locally issued `Write` gets acknowledged immediately (as in lines 2a–2c), even though the total order broadcast for the `Write`, and the actual update for the `Write` may not go into effect by updating the variable at the same time (line 3a). The algorithm achieves this at the cost of delaying a `Read` operation by a processor until all previously issued local `Write` operations by that same processor have locally gone into effect (i.e., previous `Writes` issued locally have updated their local variables being written to). The variable `counter` is used to track the number of `Write` operations that have been locally initiated but not completed at any time. A `Read` operation completes only if there are no prior locally initiated `Write` operations that have not written to their variables (line 1a), i.e., there are no pending locally initiated `Write` operations to any variable. Otherwise, a `Read` operation is delayed until after all previously initiated `Write` operations have written to their local variables (lines 3b–3d), which happens after the total order broadcasts associated with the `Write` have delivered the broadcast message locally.
When the memory manager at $P_i$ receives a $Read(x)$ from application:

1. If $counter = 0$ then
2. Return $x$
3. Else keep the $Read$ pending.

When the memory manager at $P_i$ receives a $Write(x, val)$ from application:

1. $counter \leftarrow counter + 1$
2. total_order_broadcast, $Write(x, val)$
3. Return acknowledgement to the application.

When the memory manager at $P_i$ receives a total_order_broadcast from network:

1. Write $val$ to local replica of $x$
2. If $i = j$ then
3. $counter \leftarrow counter - 1$
4. If ($counter = 0$ and any $Reads$ are pending) then
5. Perform pending responses for the $Reads$ to the application.

Algorithm 12.3 Implementing Sequential Consistency (SC) using local Write operations [6]. Code shown is for $P_i$, $1 \leq i \leq n$.

This algorithm performs fast (local) Writes and slow Reads. The algorithm pipelines all Write updates issued by a processor. The Read operations have to wait for all Write updates issued earlier by that processor to complete (i.e., take effect) locally before the value to be read is returned to the application.

12.2.3 Causal consistency

For the sequential consistency model, it is required that Write operations issued by different processors must necessarily be seen in some common order by all processors. This requirement can be relaxed to require only that Writes that are causally related must be seen in that same order by all processors, whereas “concurrent” Writes may be seen by different processors in different orders. The resulting consistency model is the causal consistency model, as defined by [4]. We have seen the definition of causal relationships among events in a message-passing system. What does it mean for two Write operations to be causally related?

The causality relation for shared memory systems is defined as follows:

- **Local order** At a processor, the serial order of the events defines the local causal order.
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- **Inter-process order**  A *Write* operation causally precedes a *Read* operation issued by another processor if the *Read* returns a value written by the *Write*.

- **Transitive closure**  The transitive closure of the above two relations defines the (global) causal order.

**Examples**  The examples in Figure 12.6 illustrate causal consistency:

- **Figure 12.6(a)**  The execution is sequentially consistent (and hence causally consistent). Both $P_3$ and $P_4$ see the operations at $P_1$ and $P_2$ in sequential order and in causal order.

- **Figure 12.6(b)**  The execution is not sequentially consistent but it is causally consistent. Both $P_3$ and $P_4$ see the operations at $P_1$ and $P_2$ in causal order because the lack of a causality relation between the *Writes* by $P_1$ and by $P_2$ allows the values written by the two processors to be seen in different orders in the system. The execution is not sequentially consistent because there is no global satisfying the contradictory ordering requirements set by the *Reads* by $P_3$ and by $P_4$. What can be said if the two *Read* operations of $P_4$ returned 7 first and then 4? (See Exercise 12.4.)

- **Figure 12.6(c)**  The execution is not causally consistent because the second *Read* by $P_4$ returns 4 after $P_4$ has already returned 7 in an earlier *Read.*

---

**Figure 12.6** Examples to illustrate definitions of sequential consistency (SC), causal consistency (CC), and PRAM consistency. The initial values of variables are zero.
Implementation
We first examine the definition of sequential consistency. Even though all processors only need to see some total order of the Write operations, observe that if two Write operations are related by causality (i.e., the second Write begins causally after a Read that reads the value written by the first Write), then the order of the two Writes seen by all the processors also satisfies causal order! In the implementation, even though a total order broadcast primitive is used, observe that it implicitly provides causal ordering on all the Write operations. Thus, due to the nature of the definition of causal ordering in shared memory systems, a total order broadcast also provides causal order broadcast, unlike the case for message-passing systems. (Exactly why is it so?)

In contrast to the SC requirement, causal consistency implicitly requires only that causal order be provided. Thus, a causal order broadcast can be used in the implementation. The details of the implementation are left as Exercise 12.5.

12.2.4 PRAM (pipelined RAM) or processor consistency
Causal consistency requires all causally related Writes to be seen in the same order by all processors. This may be viewed as being too restrictive for some applications. A weaker form of consistency requires only that Write operations issued by the same (any one) processor are seen by all other processors in the same order that they were issued, but Write operations issued by different processors may be seen in different orders by different processors. In relation to the “causality” relation between operations, only the local causality relation, as defined by the local order of Write operations, needs to be seen by other processors. Hence, this form of consistency is termed processor consistency. An equivalent name for this consistency model is pipelined RAM (PRAM), to capture the behavior that all operations issued by any processor appear to the other processors in a FIFO pipelined sequence. PRAM consistency was defined by [25].

Examples
- In Figure 12.6(c), the execution is PRAM consistent (even though it is not causally consistent) because (trivially) both $P_3$ and $P_4$ see the updates made by $P_1$ and $P_2$ in FIFO order along the channels $P_1$ to $P_3$ and $P_2$ to $P_3$, and along $P_1$ to $P_4$ and $P_2$ to $P_4$, respectively.
- While PRAM consistency is more permissive than causal consistency, this model must be used with care by the programmer because it can lead to rather unintuitive results. For example, examine the code in Algorithm 12.4, where $x$ and $y$ are shared variables. It is possible that, on a PRAM system, both processes $P_1$ and $P_2$ get killed. This can happen as follows: (i) $P_1$ writes 4 to $x$ in line 1a and $P_2$ writes 6 to $y$ in line 2a at about the same time; (ii) before these written values propagate to the other
processor, $P_1$ reads $y$ (as being 0) in line 1b and $P_2$ reads $x$ (as being 0) in line 2b. Here, a Read (e.g., in lines 1b or 2b) can effectively “overtake” a preceding Write (of lines 2a or 1a, respectively) if the two accesses by the same processor are to different locations. However, this would not be expected on a conventional machine, where at most one process may get killed, depending on the interleaving of the statements.

- The execution in Figure 12.7 (a) violates PRAM consistency. An explanation is given in Section 12.2.5.

### Algorithm 12.4

<table>
<thead>
<tr>
<th>(shared variables)</th>
<th>int: $x, y$;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process 1</td>
<td>Process 2</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>(1a) $x \leftarrow 4;$</td>
<td>(2a) $y \leftarrow 6;$</td>
</tr>
<tr>
<td>(1b) if $y = 0$ then kill($P_2$).</td>
<td>(2b) if $x = 0$ then kill($P_1$).</td>
</tr>
</tbody>
</table>

**Implementations**

PRAM consistency can be implemented using FIFO broadcast. The implementation details are left as Exercise 12.6.

### 12.2.5 Slow memory

The next weaker consistency model is that of slow memory [14]. This model represents a location-relative weakening of the PRAM model. In this model, only all Write operations issued by the same processor and to the same memory location must be observed in the same order by all the processors.

**Examples**

The examples in Figure 12.7 illustrate slow memory consistency:

- **Figure 12.7(a)** The updates to each of the variables are seen pipelined separately in a FIFO fashion. The “$x$” pipeline from $P_1$ to $P_2$ is slower than the “$y$” pipeline from $P_1$ to $P_2$. Thus, the overtaking effect is allowed. However, PRAM consistency is violated because the FIFO property is violated over the single common “pipeline” from $P_1$ to $P_2$ – the update to $y$ is seen by $P_2$ but the much older value of $x = 0$ is seen by $P_2$ later.

- **Figure 12.7(b)** Slow memory consistency is violated because the FIFO property is violated for the pipeline for variable $x$. “$x = 7$” is seen by $P_2$ before it sees “$x = 0$” and “$x = 2$” although 7 was written to $x$ after the values of 0 and 2.
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Figure 12.7 Examples to illustrate definitions of PRAM consistency and slow memory. The initial values of variables are zero.

(a) Slow memory but not PRAM consistent

(b) Violation of slow memory consistency

Implementations

Slow memory can be implemented using a broadcast primitive that is weaker than even the FIFO broadcast. What is required is a FIFO broadcast per variable in the system, i.e., the FIFO property should be satisfied only for updates to the same variable. The implementation details are left as Exercise 12.7.

12.2.6 Hierarchy of consistency models

Based on the definitions of the memory consistency models seen so far, there exists a hierarchy among the models, as depicted in Figure 12.8.

12.2.7 Other models based on synchronization instructions

We have seen several popular consistency models. Based on the consistency model, the behavior of the DSM differs, and the programmer’s logic therefore depends on the underlying consistency model. It is also possible that newer consistency models may arise in the future.

The consistency models seen so far apply to all the instructions in the distributed program. We now briefly mention some other consistency models that are based on a different principle, namely that the consistency conditions apply only to a set of distinguished “synchronization” or “coordination” instructions. These synchronization instructions are typically from some run-time library. A common example of such a statement is the barrier synchronization. Only
the synchronization statements across the various processors must satisfy the consistency conditions; other program statements between synchronization statements may be executed by the different processors without any conditions. Examples of consistency models based on this principle are: entry consistency, weak consistency, and release consistency. The synchronization statements are inserted in the program based on the semantics of the types of accesses. For example, accesses may be conflicting (to the same variable) or non-conflicting (to different variables), conflicting accesses may be competing (a Read and a Write, or two Writes) or non-conflicting (two Reads), and so on. We outline the definitions of these consistency models but skip further implementation details of such models.

**Weak consistency [11]**

Some applications do not require even seeing all Writes, let alone seeing them in some order. Consider the case of a process executing a CS, repeatedly reading and writing some variables in a loop. Other processes are not supposed to read or write these variables until the first process has exited its CS. However, if the memory has no way of knowing when a process is in a CS and when it is not, the DSM has to propagate all Writes to all memories in the usual way. But by using synchronization variables, processes can deduce whether the CS is occupied.

A synchronization variable in this model has the following semantics: it is used to propagate all writes to other processors, and to perform local updates with regard to changes to global data that occurred elsewhere in the distributed system. When synchronization occurs, all Writes are propagated to other processes, and all Writes done by others are brought locally. In an implementation specifically for the CS problem, updates can be propagated in the system only when the synchronization variable is accessed (indicating an entry or exit into the CS).

Weak consistency (defined by [11]) has the following three properties which guarantee that memory is consistent at the synchronization points:

- Accesses to synchronization variables are sequentially consistent.
- No access to a synchronization variable is allowed to be performed until all previous writes have completed everywhere.
- No data access (either Read or Write) is allowed to be performed until all previous accesses to synchronization variables have been performed.

An access to the synchronization variable forces Write operations to complete, and effectively flushes the pipelines. Before reading shared data, a process can perform synchronization to ensure it accesses the most recent data.

**Release consistency [12]**

The drawback of weak consistency is that when a synchronization variable is accessed, the memory does not know whether this is being done because the
process is finished writing the shared variables (exiting the CS) or about to begin reading them (entering the CS). Hence, it must take the actions required in both the following cases:

1. Ensuring that all locally initiated $Writes$ have been completed, i.e., propagated to all other processes.
2. Ensuring that all $Writes$ from other machines have been locally reflected.

If the memory could differentiate between entering the CS and leaving the CS, a more efficient implementation is possible. To provide this information, two kinds of synchronization variables or operations are needed instead of one. Release consistency provides these two kinds. $Acquire$ accesses are used to tell the memory system that a critical region is about to be entered. Hence, the actions for case 2 above need to be performed to ensure that local replicas of variables are made consistent with remote ones. $Release$ accesses say that a critical region has just been exited. Hence, the actions for case 1 above need to be performed to ensure that remote replicas of variables are made consistent with the local ones that have been updated. The $Acquire$ and $Release$ operations can be defined to apply to a subset of the variables. The accesses themselves can be implemented either as ordinary operations on special variables or as special operations.

If the semantics of a CS is not associated with the $Acquire$ and $Release$ operations, then the operations effectively provide for barrier synchronization. Until all processes complete the previous phase, none can enter the next phase.

The following rules are followed by the protected variables in the general case [12]:

- All previously initiated $Acquire$ operations must complete successfully before a process can access a protected shared variable.
- All accesses to a protected shared variable must complete before a $Release$ operation can be performed.
- The $Acquire$ and $Release$ operations effectively follow the PRAM consistency model.

A relaxation of the release consistency model is called the lazy release consistency model. Rather than propagating the updated values throughout the system as soon as a process leaves a critical region (or enters the next phase in the case of barrier synchronization), the updated values are propagated to the rest of the system only on demand, i.e., only when they are needed. Changes to shared data are only communicated when an $Acquire$ access is performed by another process.

**Entry consistency** [9]

Entry consistency requires the programmer to use $Acquire$ and $Release$ at the start and end of each CS, respectively. Unlike release consistency, however,
entry consistency requires each ordinary shared variable to be associated with some synchronization variable such as a lock or barrier. When an Acquire is performed on a synchronization variable, only access to those ordinary shared variables that are guarded by that synchronization variable is regulated.

12.3 Shared memory mutual exclusion

Operating systems have traditionally dealt with multi-process synchronization using algorithms based on first principles (e.g., the well-known bakery algorithm), high-level constructs such as semaphores and monitors, and special “atomically executed” instructions supported by special-purpose hardware (e.g., Test&Set, Swap, and Compare&Swap [17]). These algorithms are applicable to all shared memory systems. In this section, we will review the bakery algorithm, which requires $O(1)$ accesses in the entry section, irrespective of the level of contention. We will then study fast mutual exclusion, which requires $O(1)$ accesses in the entry section in the absence of contention. This algorithm also illustrates an interesting technique in resolving concurrency. As hardware primitives have the in-built atomicity that helps to easily solve the mutual exclusion problem, we will then examine mutual exclusion based on these primitives.

12.3.1 Lamport’s bakery algorithm

Lamport proposed the classical bakery algorithm for $n$-process mutual exclusion in shared memory systems [18]. The algorithm is so called because it mimics the actions that customers follow in a bakery store. A process wanting to enter the critical section picks a token number that is one greater than the elements in the array choosing[1..n]. Processes enter the critical section in the increasing order of the token numbers. In case of concurrent accesses to choosing by multiple processes, the processes may have the same token number. In this case, a unique lexicographic order is defined on the tuple (token, pid), and this dictates the order in which processes enter the critical section. The algorithm for process $i$ is given in Algorithm 12.5. The algorithm can be shown to satisfy the three requirements of the critical section problem: (i) mutual exclusion, (ii) bounded waiting, and (iii) progress.

In the entry section, a process chooses a timestamp for itself, and resets it to 0 in the exit section. In lines 1a–1c, each process chooses a timestamp for itself, as the max of the latest timestamps of all processes, plus one. These steps are non-atomic; thus multiple processes could be choosing timestamps in overlapping durations. When process $i$ reaches line 1d, it has to check the status of each other process $j$, to deal with the effects of any race conditions in selecting timestamps. In lines 1d–1f, process $i$ serially checks the status of each other process $j$. If $j$ is selecting a timestamp for itself, $j$’s selection
interval may have overlapped with that of $i$, leading to an unknown order of timestamp values. Process $i$ needs to make sure that any other process $j$ ($j < i$) that had begun to execute line 1b concurrently with itself and may still be executing line 1b does not assign itself the same timestamp. Otherwise mutual exclusion could be violated as $i$ would enter the CS, and subsequently, $j$, having a lower process identifier and hence a lexicographically lower timestamp, would also enter the CS. Hence, $i$ waits for $j$’s timestamp to stabilize, i.e., $\text{choosing}[j]$ to be set to $false$. Once $j$’s timestamp is stabilized, $i$ moves from line 1e to line 1f. Either $j$ is not requesting (in which case $j$’s timestamp is 0) or $j$ is requesting. Line 1f determines the relative priority between $i$ and $j$. The process with a lexicographically lower timestamp has higher priority and enters the CS; the other process has to wait (line 1g). Hence, mutual exclusion is satisfied.

**Bounded waiting** is satisfied because each other process $j$ can “overtake” process $i$ at most once after $i$ has completed choosing its timestamp. The second time $j$ chooses a timestamp, the value will necessarily be larger than $i$’s timestamp if $i$ has not yet entered its CS.

**Progress** is guaranteed because the lexicographic order is a total order and the process with the lowest timestamp at any time in the loop (lines 1d–1g) is guaranteed to enter the CS.


(shared vars)

**boolean:** $\text{choosing}[1 \ldots n]$;

**integer:** $\text{timestamp}[1 \ldots n]$;

**repeat**

(1) 

$P_i$ executes the following for the **entry section**:

(1a) 

$\text{choosing}[i] \leftarrow 1$;

(1b) 

$\text{timestamp}[i] \leftarrow \max_{k \in [1 \ldots n]} (\text{timestamp}[k]) + 1$;

(1c) 

$\text{choosing}[i] \leftarrow 0$;

(1d) 

**for** count = 1 to n 

(1e) 

**while** $\text{choosing}[\text{count}]$ **do** no-op;

(1f) 

**while** $\text{timestamp}[\text{count}] \neq 0$ and $\langle \text{timestamp}[\text{count}], \text{count} \rangle < \langle \text{timestamp}[i], i \rangle$ **do**

(1g) 

no-op.

(2) 

$P_i$ executes the **critical section (CS)** after the **entry section**

(3) 

$P_i$ executes the following **exit section** after the **CS**:

(3a) 

$\text{timestamp}[i] \leftarrow 0$.

(4) 

$P_i$ executes the **remainder section** after the **exit section**

**until** false;

**Algorithm 12.5** Lamport’s $n$-process bakery algorithm for shared memory mutual exclusion. Code shown is for process $P_i$, $1 \leq i \leq n$. 
Attempts to improve the bakery algorithm have lead to several important results:

- **Space complexity**: A lower bound of $n$ registers, specifically, the \textit{timestamp} array, has been shown for the shared memory critical section problem \cite{10}. Thus, one cannot hope to have a more space-efficient algorithm for distributed shared memory mutual exclusion.

- **Time complexity**: In many environments, the level of contention may be low. The $O(n)$ overhead of the entry section does not scale well for such environments. This concern is addressed by the field of \textit{fast mutual exclusion} that aims to have $O(1)$ time overhead for the entry and exit sections of the algorithm, in the absence of contention. Although this algorithm guarantees mutual exclusion and progress, unfortunately, this fast algorithm has a price – in the worst case, it does not guarantee bounded delay. Next, we will study Lamport’s algorithm for fast mutual exclusion in asynchronous shared memory systems. This algorithm is notable in that it is the first algorithm for fast mutual exclusion, and uses the asynchronous shared memory model. Further, it illustrates an important technique for resolving contention. The worst-case unbounded delay in the presence of persisting contention has been addressed subsequently, by using a timed model of execution, wherein there is an upper bound on the time it takes to execute any step. We will not discuss mutual exclusion under the timed model of execution.

### 12.3.2 Lamport’s WRWR mechanism and fast mutual exclusion

Lamport’s \textit{fast mutual exclusion} algorithm \cite{23} is given in Algorithm 12.6. The algorithm illustrates an important technique – the $\langle W - R - W - R \rangle$ sequence that is a necessary and sufficient sequence of operations to check for contention and to ensure safety in the entry section, using only two registers.

Lines 1b, 1c, 1g, and 1h represent a basic $\langle W(x) - R(y) - W(y) - R(x) \rangle$ sequence whose necessity in identifying a minimal sequence of operations for fast mutual exclusion is justified as follows:

1. The first operation needs to be a \textit{Write}, say to variable $x$. If it were a \textit{Read}, then all contending processes could find the value of the variable even outside the entry section.

2. The second operation cannot be a \textit{Write} to another variable, for that could equally be combined with the first \textit{Write} to a larger variable. The second operation should not be a \textit{Read} of $x$ because it follows \textit{Write} of $x$ and if there is no interleaved operation from another process, the \textit{Read} does not provide any new information. So the second operation must be a \textit{Read} of another variable, say $y$.

3. The sequence must also contain \textit{Read}(x) and \textit{Write}(y) because there is no point in reading a variable that is not written to, or writing a variable that is never read.
(shared variables among the processes)

```plaintext
integer: x, y;                               // shared register initialized
boolean b[1...n];  // flags to indicate interest in critical section
```

`repeat`

1. `P_i (1 ≤ i ≤ n) executes entry section:
   (1a)  b[i] ← true;
   (1b)  x ← i;
   (1c)  if y ≠ 0 then
   (1d)  b[i] ← false;
   (1e)  await y = 0;
   (1f)  goto (1a);
   (1g)  y ← i;
   (1h)  if x ≠ i then
   (1i)  b[i] ← false;
   (1j)  for j = 1 to n do
   (1k)  await ¬b[j];
   (1l)  if y ≠ i then
   (1m)  await y = 0;
   (1n)  goto (1a);
```

2. `P_i (1 ≤ i ≤ n) executes critical section:
```
3. `P_i (1 ≤ i ≤ n) executes exit section:
   (3a)  y ← 0;
   (3b)  b[i] ← false;
```

`forever.`

Algorithm 12.6 Lamport’s deadlock-free fast mutual exclusion solution, using Ω(n) registers. Code is for process `P_i`, where `1 ≤ i ≤ n`.

4. The last operation in the minimal sequence of the entry section must be a `Read`, as it will help determine whether the process can enter CS. So the last operation should be `Read(x)`, and the second-last operation should be the `Write(y)`.

In the absence of contention, each process writes its own i.d. to `x` and then reads `y`. Then finding that `y` has its initial value, the process writes its own i.d. to `y` and then reads `x`. Finding `x` to still be its own i.d., it enters CS. Correctness needs to be shown in the presence of contention – let us discuss this after considering the structure of the remaining entry and exit section code.

In the exit section, the process must do a `Write` to indicate its completion of the CS. The `Write` cannot be to `x`, which is also the first variable written in the entry section. So the operation must be `Write(y)`.

Now consider the sequence of interleaved operations by processes `i, j, and k` in the entry section, as shown in Figure 12.9. Process `i` enters its critical
section, but there is no record of its identity or that it had written any variables at all, because the variables it wrote (shown boldfaced above) have been overwritten. In order that other processes can discover when (and who) leaves the CS, there needs to be another variable that is set before the CS and reset after the CS. This is the boolean, \( b[i] \). Additionally, \( y \) needs to be reset on exiting the CS.

The code in lines 1c–1f has the following use. If a process \( p \) finds \( y \neq 0 \), then another process has executed at least line 1g and not yet executed line 3a. So process \( p \) resets its own flag, and before retrying again, it awaits for \( y = 0 \). If process \( p \) finds \( y = 0 \) in line 1c, it sets \( y = p \) in line 1g and checks if \( x = p \).

- If \( x = p \), then no other process has executed line 1b, and any later process would be blocked in the loop in lines 1c–1f now because \( y = p \). Thus, if \( x = p \), process \( p \) can safely enter the CS.
- If \( x \neq p \), then another process, say \( q \), has overwritten \( x \) in line 1b and there is a potential race. Two broad cases are possible:
  - Process \( q \) finds \( y \neq 0 \) in line 1c. It resets its flag, and stays in the 1d–1f section at least until \( p \) has exited the CS. Process \( p \) on the other hand resets its own flag (line 1i) and waits for all other processes such as \( q \) to reset their own flags. As process \( q \) is trapped in lines 1d–1f, process \( p \) will find \( y = p \) in line 11 and enter the CS.
  - Process \( q \) finds \( y = 0 \) in line 1c. It sets \( y \) to \( q \) in line 1g, and enters the race, even closer to process \( p \), which is at line 1h. Of the processes such as \( p \) and \( q \) that contend at line 1h, there will be a unique winner:

    * If no other process \( r \) has since written to \( x \) in line 1b, the winner is the process among \( p \) and \( q \) that executed line 1b last, i.e., wrote its own i.d. to \( x \). That winner will enter the CS directly from line 1h, whereas the losers will reset their own flags, await the winner to exit and reset its flag, and also await other contenders at line 1h and newer contenders to reset their own flags. The losers will compete again from line 1a after the winner has reset \( y \).
If some other process \( r \) has since written its i.d. to \( x \) in line 1b, both \( p \) and \( q \) will enter code in lines 1i–1n. Both \( p \) and \( q \) reset their flags, await for \( r \), which will be trapped in lines 1d–1f to reset its flag, and then both \( p \) and \( q \) check the value of \( y \). Between \( p \) and \( q \), the process that last wrote to \( y \) in line 1g will become the unique winner and enter the CS directly. The loser will then await for the winner to reset \( y \), and then compete again from line 1a.

Thus, mutual exclusion is guaranteed, and progress is also guaranteed. However, a process may be starved, although with decreasing probability, as its number of attempts increases.

12.3.3 Hardware support for mutual exclusion

Hardware support can allow for special instructions that perform two or more operations atomically. Two such instructions, Test\&Set and Swap [17], are defined and implemented as shown in Algorithm 12.7. The atomic execution of two actions (a Read and a Write operation) can greatly simplify a mutual exclusion algorithm, as seen from the mutual exclusion code in Algorithm 12.8 and Algorithm 12.9, respectively. Algorithm 12.8 can lead to starvation. Algorithm 12.9 is enhanced to guarantee bounded waiting by using a “round-robin” policy to selectively grant permission when releasing the critical section.

(share variables among the processes accessing each of the different object types)

**register:** \( Reg \leftarrow \) initial value;  // shared register initialized

**integer:** \( old \leftarrow \) initial value;  // value to be returned

(1) Test\&Set(\( Reg \)) returns value:
1a. \( old \leftarrow Reg; \)
1b. \( Reg \leftarrow 1; \)
1c. return(\( old \)).

(2) Swap(\( Reg \), new) returns value:
2a. \( old \leftarrow Reg; \)
2b. \( Reg \leftarrow new; \)
2c. return(\( old \)).

**Algorithm 12.7** Definitions of synchronization operations Test\&Set and Swap.
12.3 Shared memory mutual exclusion

(shared variables)

**register**: \( \text{Reg} \leftarrow \text{false} \); // shared register initialized

(local variables)

**integer**: \( \text{blocked} \leftarrow 0 \); // variable to be checked before entering CS

**repeat**

(1) \( P_i \) executes the following for the **entry section**:

(1a) \( \text{blocked} \leftarrow \text{true} \);

(1b) \( \text{repeat} \)

(1c) \( \text{blocked} \leftarrow \text{Swap}(\text{Reg}, \text{blocked}) \);

(1d) \( \text{until} \ \text{blocked} = \text{false} \);

(2) \( P_i \) executes the **critical section (CS)** after the **entry section**

(3) \( P_i \) executes the following **exit section** after the **CS**:

(3a) \( \text{Reg} \leftarrow \text{false} \);

(3b) \( \text{while} \ \text{next} \neq i \text{ and } \text{waiting}[\text{next}] = \text{false} \)

(3c) \( \text{next} \leftarrow (\text{next} + 1) \mod n \);

(3d) \( \text{if} \ \text{next} = i \text{ then} \)

(3e) \( \text{Reg} \leftarrow \text{false} \);

(3f) \( \text{else} \ \text{waiting}[j] \leftarrow \text{false} \);

(4) \( P_i \) executes the **remainder section** after the **exit section**

until false;

**Algorithm 12.8** Mutual exclusion using Swap. Code shown is for process \( Pi, 1 \leq i \leq n \).

(shared variables)

**register**: \( \text{Reg} \leftarrow \text{false} \); // shared register initialized

**boolean**: \( \text{waiting}[1 \ldots n] \); // shared register initialized

(local variables)

**integer**: \( \text{blocked} \leftarrow \text{initial value} \); // value to be checked before entering CS

**repeat**

(1) \( P_i \) executes the following for the **entry section**:

(1a) \( \text{waiting}[i] \leftarrow \text{true} \);

(1b) \( \text{blocked} \leftarrow \text{true} \);

(1c) \( \text{while} \ \text{waiting}[i] \text{ and } \text{blocked} \)

(1d) \( \text{blocked} \leftarrow \text{Test}\&\text{Set}(\text{Reg}); \)

(1e) \( \text{waiting}[i] \leftarrow \text{false} \);

(2) \( P_i \) executes the **critical section (CS)** after the **entry section**

(3) \( P_i \) executes the following **exit section** after the **CS**:

(3a) \( \text{next} \leftarrow (i + 1) \mod n \);

(3b) \( \text{while} \ \text{next} \neq i \text{ and } \text{waiting}[\text{next}] = \text{false} \)

(3c) \( \text{next} \leftarrow (\text{next} + 1) \mod n \);

(3d) \( \text{if} \ \text{next} = i \text{ then} \)

(3e) \( \text{Reg} \leftarrow \text{false} \);

(3f) \( \text{else} \ \text{waiting}[j] \leftarrow \text{false} \);

(4) \( P_i \) executes the **remainder section** after the **exit section**

until false;

**Algorithm 12.9** Mutual exclusion with bounded waiting, using Test\&Set. Code shown is for process \( Pi, 1 \leq i \leq n \).
Processes that interact with each other, whether by message passing or by shared memory, need to synchronize their interactions. Traditional solutions to synchronize asynchronous processes via shared memory objects (also called concurrent objects) use solutions based on locking, busy waiting, critical sections, semaphores, or conditional waiting. An arbitrary delay of a process or its crash failure can prevent other processes from completing their operations. This is undesirable.

Wait-freedom is a property that guarantees that any process can complete any synchronization operation in a finite number of lower-level steps, irrespective of the execution speed of other processes [15,24]. More precisely, a wait-free implementation of a concurrent object guarantees that any process can complete an operation on it in a finite number of steps, irrespective of whether other processes crash or encounter unexpected delays. Thus, processes that crash, or encounter unexpected delays (such as delays due to high processor load, swapping out of memory, or CPU scheduling policies) should not delay other processes in a wait-free implementation of a concurrent object.

Not all synchronizations have wait-free solutions. As a trivial example, a producer–consumer synchronization between two processes cannot be implemented in a wait-free manner if the producer process crashes before posting its value – the consumer is necessarily blocked. Nevertheless, the notion of wait-freedom is an important concept in designing fault-tolerant systems and algorithms whenever possible. An alternate view of wait-freedom in terms of fault-tolerance is as follows:

- An \( f \)-resilient system is a system in which up to \( f \) of the \( n \) processes can fail, and the other \( n - f \) processes can complete all their operations in a finite number of steps, independent of the states of the \( f \) processes that may fail.
- When \( f = n - 1 \), any process is guaranteed to be able to complete its operations in a finite number of steps, independent of all other processes. A process does not depend on other processes, and its execution is therefore said to be wait-free. Wait-freedom provides independence from the behavior of other processes, and is therefore a very desirable property.

In the remainder of this chapter, which deals with shared register accesses, only wait-free solutions are considered.

### 12.5 Register hierarchy and wait-free simulations

Observe from our analysis of DSM consistency models that an underlying assumption was that any memory access takes a finite time interval, and the operation, whether a \textit{Read} or \textit{Write}, takes effect at some point during
this time duration. In the face of concurrent accesses to a memory location, hereafter called a \textit{register}, we cannot predict the outcome. In particular, in the face of a concurrent \textit{Read} and \textit{Write} operation, the value returned by the \textit{Read} is unpredictable. This observation is true even for a simpler multiprocessor memory, without the context of a DSM. This observation led to the research area that tried to define the properties of access orderings for the most elementary memory unit. The access orderings depend on the properties of the register. An implicit assumption is that of the availability of global time. This is a reasonable assumption because we are studying access to a single register. Whether that register value is replicated in the system or not is a lower detail that is not relevant to the level of abstraction of this analysis.

In keeping with the semantics of the \textit{Read} and \textit{Write} operations, the following register types have been identified by Lamport \cite{Lamport20} to specify the value returned to a \textit{Read} in the face of a concurrent \textit{Write} operation. For the time being, we assume that there is a single reader process and a single writer process.

- \textbf{Safe register} A \textit{Read} operation that does not overlap with a \textit{Write} operation returns the most recent value written to that register. A \textit{Read} operation that does overlap with a \textit{Write} operation returns any one of the values that the register could possibly contain at any time.

Consider the example of Figure \ref{fig:register-examples}, which shows several operations on an integer-valued register. We consider two cases, without and with the \textit{Write} by \(P_3\):

- \textbf{No Write by} \(P_3\) If the register is \textit{safe}, \textit{Read1} must return the value 4, whereas \textit{Read2} and \textit{Read3} can return any possible integer (up to MAXINT) because these operations overlap with a \textit{Write}, and the value returned is therefore ambiguous.

- \textbf{Write by} \(P_3\) Same as for the “no Write” case.

If multiple writers are allowed, or if \textit{Write} operations are allowed to be pipelined, then what defines the most recent value of the register in the face of concurrent \textit{Write} operations becomes complicated. We explicitly disallow pipelining in this model and analysis. In the face of \textit{Write} operations from different processors that overlap in time, the notion of a \textit{serialization point} is defined. Observe that each \textit{Write} or \textit{Read} operation has a finite duration between its invocation and its response. In this duration, there is
effectively a single time instant at which the operation takes effect. For a Read operation, this instant is the one at which the instantaneous value is selected to be returned. For a Write operation, this instant is the one at which the value written is first “reflected” in the register. Using this notion of the serialization point, the “most recent” operation is unambiguously defined.

- **Regular register** In addition to being a safe register, a Read that is concurrent with a Write operation returns either the value before the Write operation, or the value written by the Write operation.

In the example of Figure 12.10, we consider the two cases, with and without the Write by P3:

- **No Write by P3**  Read1₂ must return 4, whereas Read2₂ can return either 4 or 6, and Read3₂ can also return either 4 or 6.
- **Write by P3**  Read1₂ must return 4, whereas Read2₂ can return either 4 or −6 or 6, and Read3₂ can also return either 4 or −6 or 6.

- **Atomic register** In addition to being a regular register, the register is linearizable (defined in Section 12.2.1) to a sequential register.

In the example of Figure 12.10, we consider the two cases, with and without the Write by P3:

- **No Write by P3**  Read1₂ must return 4, whereas Read2₂ can return either 4 or 6. If Read2₂ returns 4, then Read3₂ can return either 4 or 6, but if Read2₂ returns 6, then Read3₂ must also return 6.
- **Write by P3**  Read1₂ must return 4, whereas Read2₂ can return either 4 or −6 or 6, depending on the serialization points of the operations.

1. If Read2₂ returns 6 and the serialization point of Write1₃ precedes the serialization point of Write2₁, then Read3₂ must return 6.
2. If Read2₂ returns 6 and the serialization point of Write2₁ precedes the serialization point of Write1₃, then Read3₂ can return +6 or −6.
3. Cases (3) and (4) where Read2₂ returns −6 are similar to cases (1) and (2).

The following properties, summarized in Table 12.2, characterize registers:

- whether the register is single-valued (boolean) or multi-valued
- whether the register is a single-reader (SR) or multi-reader (MR) register
- whether the register is a single-writer (SW) or multi-writer (MW) register
- whether the register is safe, regular, or atomic

The above characteristics lead to a hierarchy of 24 register types, with the most elementary being the boolean SRSW safe register and the most complex being the multi-valued MRMW atomic register.

A study of register construction deals with designing the more complex registers using simpler registers. Such constructions allow us to construct
Table 12.2 Classification of registers by type, value, writing access, and reading access. The strength of the register increases down each column.

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
<th>Writing</th>
<th>Reading</th>
</tr>
</thead>
<tbody>
<tr>
<td>safe</td>
<td>binary</td>
<td>single-writer</td>
<td>single-reader</td>
</tr>
<tr>
<td>regular</td>
<td>integer</td>
<td>multi-writer</td>
<td>multi-reader</td>
</tr>
<tr>
<td>atomic</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 12.11 Register simulations.

any register type from the most elementary register – the boolean SRSW safe register. We will study such constructions by assuming the following convention: \( R_1 \ldots R_q \) are \( q \) registers that are used to construct a stronger register \( R \), as shown in Figure 12.11. We assume \( n \) processes exist; note that for various constructions, \( q \) may be different from \( n \).

Although the traditional memory architecture, based on serialized access via memory ports to a memory location, does not require such an elaborate classification, the bigger picture needs to be kept in mind. In addition to illustrating algorithmic design techniques, this study paves the way for accommodating newer technologies such as quantum computing and DNA computing for constructing system memory.

12.5.1 Construction 1: SRSW safe to MRSW safe

Algorithm 12.10 gives the construction of a MRSW safe register \( R \) using only SRSW safe registers \([21]\). Assume the single writer is process \( P_0 \) and the \( n \) reader processes are \( P_1 \) to \( P_n \). Each of the \( n \) processes \( P_i \) can read only SRSW register \( R_i \). As multiple readers are not allowed to access the same register, in essence, the data needs to be replicated. So in the construction, the writer \( P_0 \) writes the same value to the \( n \) registers. Register \( R_i \) is read by \( P_i \). In Figure 12.11, the value of \( q \) would hence be \( n \). When a Read by \( P_i \) and a Write by \( P_0 \) do not overlap their access to \( R_i \), the Read obtains the correct value. When a Read by \( P_i \) and a Write by \( P_0 \) overlap their access to \( R_i \), as \( R_i \) is a safe register, \( P_i \) reads a legitimate value from \( R_i \).
Complexity
This construction has a space complexity of $n$ times the size of a single register, which may be either binary or integer-valued. The time complexity is $n$ steps.

(shared variables)
SRSW safe registers $R_1, \ldots, R_n \leftarrow 0$; // $R_i$ is readable by $P_i$, writable // by $P_0$

(1) Write($R, val$) executed by single writer $P_0$
   (1a) for all $i \in \{1, \ldots, n\}$ do
   (1b) $R_i \leftarrow val$. \

(2) Read$_i(R, val)$ executed by reader $P_i$, $1 \leq i \leq n$
   (2a) $val \leftarrow R_i$
   (2b) return($val$).

Algorithm 12.10 Construction 1: SRSW safe register to MRSW safe register $R$. This construction can also be used for SRSW regular register to MRSW regular register $R$.

12.5.2 Construction 2: SRSW regular to MRSW regular

This construction is identical to construction 1 (Algorithm 12.10) except that regular registers are used instead of safe registers [21]. When a Read by $P_i$ and a Write by $P_0$ do not overlap their access to $R_i$, the Read obtains the correct value. When a Read by $P_i$ and a Write by $P_0$ overlap their access to $R_i$, as $R_i$ is a regular register, $P_i$ reads from $R_i$ either the earlier value or the value being written.

Complexity
This construction has a space complexity of $n$ times the size of a single register, which may be either binary or integer-valued. The time complexity is $n$ steps.

12.5.3 Construction 3: boolean MRSW safe to integer-valued MRSW safe

Algorithm 12.11 gives the construction of an integer-valued MRSW safe register $R$ [21]. Assume the single writer is process $P_0$ and the $n$ reader processes are $P_1$ to $P_n$. The construction can use only boolean MRSW registers – to construct an integer register of size $m$, at least $\log(m)$ boolean registers are necessary. So in the construction, the writer $P_0$ writes the value in its binary notation to the $\log(m)$ registers $R_1$ to $R_{\log(m)}$. Similarly, any reader reads registers $R_i$ to $R_{\log(m)}$. When a Read by $P_i$ and a Write by $P_0$ do not overlap, the Read obtains the correct value. When a Read by $P_i$ and a Write by $P_0$
overlap their access to the registers, as the $R_i$ ($i = 1$ to $log(m)$) registers are safe, $P_i$ reads a legitimate value.

**Complexity**
This construction has a space complexity of $O(log(m))$. The time complexity is $O(log(m))$ steps.

---

(shared variables)

**boolean MRSW safe registers** $R_1 \ldots R_{\log(m)} \leftarrow 0$; // $R_i$ readable by all, writable by $P_0$.

(local variable)

**boolean**: $Val[1 \ldots \log(m)]$;

(1) Write($R$, $Val[1 \ldots \log(m)]$) executed by single writer $P_0$
(1a) for all $i \in \{1 \ldots \log(m)\}$ do
(1b) $R_i \leftarrow Val[i]$.

(2) Read($R$, $Val[1 \ldots \log(m)]$) executed by reader $P_i$, $1 \leq i \leq n$
(2a) for all $j \in \{1 \ldots \log(m)\}$ do $Val[j] \leftarrow R_j$
(2b) return($Val[1 \ldots \log(m)]$).

*Algorithm 12.11* Construction 3: boolean MRSW safe register to integer-valued MRSW safe register $R$.

12.5.4 Construction 4: boolean MRSW safe to boolean MRSW regular

Algorithm 12.12 gives the construction of a boolean MRSW regular register $R$ from a MRSW safe register [21]. Assume the single writer is process $P_0$ and the reader processes are $P_i$ ($1 \leq i \leq n$). With respect to Figure 12.11, $q$ has the value 1. $P_0$ writes $R_1$ and all $n$ processes read $R_1$.

When a Read by $P_i$ and a Write by $P_0$ do not overlap, the Read obtains the correct value. When a Read by $P_i$ and a Write by $P_0$ overlap, the safe register may not necessarily return the overlapping or the previous value (as required by a regular register), but may return a value written much earlier. If the value written before the Read begins is $\alpha$, and the value being written by the concurrent Write is also $\alpha$, the Read could return $\alpha$ or $(1 - \alpha)$ from the safe register, which is a problem for the regular register. The solution bypasses this problem by having the Write use a local variable previous to track the previous value of val. If the previous value that was written (line 1b) and stored in previous (line 1c) is the same as the new value to be written, then the new value is simply not written. This avoids any concurrent access to $R$. 
Distributed shared memory

boolean MRSW safe register: \( R' \leftarrow 0; \) // \( R' \) is readable by all, // writable by \( P_0 \).

boolean local to writer \( P_0 \): \( \text{previous} \leftarrow 0; \)

(1) \( \text{Write}(R, val) \) executed by single writer \( P_0 \)
(1a) \textbf{if} \ previous \neq val \textbf{then}
(1b) \( R' \leftarrow val; \)
(1c) \( \text{previous} \leftarrow val. \)

(2) \( \text{Read}_i(R, val) \) executed by process \( P_i, 1 \leq i \leq n \)
(2a) \( val \leftarrow R'; \)
(2b) \textbf{return}(val).

**Algorithm 12.12** Construction 4: boolean MRSW safe register to boolean MRSW regular register \( R \).

**Complexity**
This construction uses \( O(1) \) space and time.

Can the above construction also construct a binary SRSW atomic register from a safe register? No. Consider \( P_1 \) issues a \( \text{Write}_1(\alpha) \) that completes; then \( \text{Write}_2(1 - \alpha) \) begins and overlaps with \( \text{Read}_1 \) and \( \text{Read}_2 \) of \( P_2 \). With the above construction, \( \text{Read}_1 \) could return \( 1 - \alpha \) whereas the later \( \text{Read}_2 \) could return \( \alpha \), thus violating the property of an atomic register.

**12.5.5 Construction 5: boolean MRSW regular to integer-valued MRSW regular**

Algorithm 12.13 gives the construction of an integer-valued MRSW regular register \( R \) using boolean MRSW regular registers \([21]\). Assume the single writer is process \( P_0 \) and the \( n \) reader processes are \( P_1 \) to \( P_n \). The construction can use only boolean MRSW registers – to construct an integer register of size \( m \), unary notation is used, so \( m \) boolean registers are necessary. In Figure 12.11, \( q = m \), and all \( n \) processes can read all \( q \) registers.

When a \( \text{Read} \) by \( P_i \) and a \( \text{Write} \) by \( P_0 \) do not overlap, the \( \text{Read} \) obtains the correct value. To deal with a \( \text{Read} \) by \( P_i \) and a \( \text{Write}(s) \) by \( P_0 \) overlapping their access to the registers, the following approach is used. A reader \( P_i \) scans left-to-right looking for a “1” whereas the \( P_0 \) writer process writes “1” to the out entries right-to-left. The \( \text{Read} \) is guaranteed to see a “1” written by one of the \( \text{Write} \) operations it overlaps with, or the \( R_{val} \) location and then zeros “1” written by the \( \text{Write} \) that completed just before the \( \text{Read} \) began. As each of the bits are regular, its current or previous value is read; if the value is “0,” it is guaranteed that a “1” has been written to the right. An implicit assumption here is the integer size, bounded by the
(shared variables)

boolean MRSW regular registers $R_1 \ldots R_{m-1} \leftarrow 0; R_m \leftarrow 1$;

// $R_i$ readable by all, writable by $P_0$.

(local variables)

integer: count;

(1) Write($R$, val) executed by writer $P_0$
(1a) $R_{\text{val}} \leftarrow 1$
(1b) for count = val - 1 down to 1 do
(1c) $R_{\text{count}} \leftarrow 0$.

(2) Read($R$, val) executed by $P_i$, 1 ≤ i ≤ n
(2a) count = 1;
(2b) while $R_{\text{count}} = 0$ do
(2c) count ← count + 1;
(2d) val ← count;
(2e) return(val).

Algorithm 12.13 Construction 5: boolean MRSW regular register to integer-valued MRSW regular register $R$.

number of bits in use. The register is initialized by this largest value. The construction is illustrated in Figure 12.12. In the figure, the reader scans from left to right as marked.

Complexity

This construction uses $m$ binary registers, where $m$ is the largest integer that can be written by the application. The time complexity is $O(m)$.

Figure 12.12 Illustrating constructions 5 and 6.
12.5.6 Construction 6: boolean MRSW regular to integer-valued MRSW atomic

Can the construction (in Algorithm 12.13) also construct an integer-valued MRSW atomic register from boolean MRSW regular registers? No. The problem is that when two successive Read operations overlap Write operations, “inversion” of values returned by the Read operations can occur.

Consider the following sequence of operations, depicted in Figure 12.13:

1. Write1_a(R, 2): The low-level operation Write(R2, 1) begins, i.e., R2 ←− 1 begins.
2. Read1_b(R, ?): The following low-level operations get executed. count ←− 1; Read(Rcount, 0); count ←− 2; Read(Rcount, 0); count ←− 3.
3. Write1_a(R, 2): The low-level operation Write(R2, 1) from step 1 completes, i.e., the value “1” gets written to R2; then the left scan to zero out R1 proceeds by executing Write(R1, 0).
4. Write2_a(R, 3): The low-level operation Write(R3, 1) executes, i.e., R3 ←− 1 begins and ends.
5. Read1_b(R, ?): The low-level operation Read(Rcount=3, ?) that was to begin after step 2 returns 1; the high-level Read completes and returns a value of 3.
6. Read2_b(R, ?): This operation’s left-to-right scan for a “1” finds R2 = 1 and returns 2. This is because the low-level operation Write2(R2, 0) belonging to the high-level operation Write2_a(R, 3) has not yet zeroed out R2.

Here, Read2_b(R, 2) returns the value written by Write1_a(R, 2); whereas the earlier Read1_b(R, 3) returns the value written by the later Write2_a(R, 3). Hence, this execution is not linearizable.

Algorithm 12.14 gives Vidyasankar’s construction [30] of a integer-valued MRSW atomic register R by modifying the above solution as follows. The reader makes a right-to-left scan for a “1” after its left-to-right scan completes. If it finds a “1” in a lower index, it updates the value to be returned to this index. The purpose is to make sure that the lowest index (say α) in which a “1” is found in this second “right-to-left” scan is returned by the Read. As the writer also zeros out entries “right-to-left,” it is not possible that a later Read will find a “1” written earlier in a position lower than α, by a Write that occurred earlier than the Write that wrote α. This allows a linearizable execution. With respect to Figure 12.11, q = m, and all n processes can read all q registers. This construction is also illustrated in Figure 12.12, as marked therein.
(shared variables)

**boolean MRSW regular registers** $R_1 \ldots R_{m-1} \leftarrow 0; R_m \leftarrow 1.$

// $R_i$ readable by all; writable by $P_0$.

(local variables)

**integer:** count, temp;

(1) **Write**($R$, val) executed by $P_0$

(1a) $R_{\text{val}} \leftarrow 1$;

(1b) **for** count = val – 1 **down to** 1 **do**

(1c) $R_{\text{count}} \leftarrow 0$.

(2) **Read**$_i$($R$, val) executed by $P_i$, $1 \leq i \leq n$

(2a) count $\leftarrow 1$;

(2b) **while** $R_{\text{count}} = 0$ **do**

(2c) count $\leftarrow$ count + 1;

(2d) val $\leftarrow$ count;

(2e) **for** temp = count **down to** 1 **do**

(2f) **if** $R_{\text{temp}} = 1$ **then**

(2g) val $\leftarrow$ temp;

(2h) return(val).

**Algorithm 12.14** Construction 6: boolean MRSW regular register to integer-valued MRSW atomic register $R$.

A formal argument that this construction is correct needs to show that any execution is linearizable. To do so, it would define the *linearization point* of a **Read** and **Write** operation to capture the notion of the exact instant at which that operation effectively appears to take effect.

- The value of the MRSW register at any moment is $x$, where $R_x = 1$ and $\forall y < x$, $R_y = 0$.
- The linearization point of a **Write**($R$, $x$) operation is the first instant (line 1a or 1c) when $R_x = 1$ and $\forall y < x$, $R_y = 0$.
- The linearization point of a **Read**($R$, val) that returns ($x$) is the first instant (line 2d or 2g) when val gets assigned $x$ in the low-level operations.

The following observation can now be made from the construction and the definition of the linearization point of a **Write**:

- The value of the MRSW register remains unchanged between the linearization points of any two consecutive **Write** operations.

The **Write** operations are naturally ordered in the linearization sequence. In order to determine a complete linearization of the **Read** operations in addition to the **Write** operations, observe the following:
• A *Read* operation returns the value written by that *Write* operation which has the latest linearization point that precedes the *Read* operation’s linearization point.

It naturally follows that a later *Read* will never return the value written by a earlier *Write*, and hence the construction is linearizable.

**Complexity**

This construction uses $m$ binary registers, where $m$ is the largest integer that is written by the application program. The time complexity is $O(m)$.

### 12.5.7 Construction 7: integer MRSW *atomic* to integer MRMW *atomic*

We are given MRSW *atomic* registers, i.e., each register has only a single writer. To simulate a MRMW *atomic* register $R$, the variable has multiple copies, $R_1, \ldots R_n$, one per writer process. Writer $P_i$ can only write to its copy $R_i$. Reader $P_i$ can read all the registers $R_1, \ldots R_n$. When concurrent updates occur, a global linearization order must be created somehow. The *Read* operations must be able to recognize such a global order, and then return the appropriate version as per the semantics of the atomic register. That is the challenge.

The construction by Vitanyi and Awerbuch [31] is shown in Algorithm 12.15. With respect to Figure 12.11, $q = n$, and all $n$ processes can read all $q$ MRSW registers but only $P_i$ can write to $R_i$. The idea used is similar to that used by the Bakery algorithm for mutual exclusion (Section 12.3.1). Here each process, when behaving as a writer process, does not compete directly with other writer processes. The competing processes that make concurrent accesses (behaving as the reader processes) then read all the flags and deduce a global order that resolves the contention.

Each register $R_i$ has two fields: $R_i.data$ and $R_i.tag$, where $tag = (seq._no, pid)$. A lexicographic order is defined on the tags, using $seq._no$ as the primary key, and then $pid$ as the secondary key. A common procedure invoked by the readers and writers is *Collect*, which reads all the registers, in no particular order. The reader returns the data corresponding to the (lexicographically) most recent *Write*. A writer chooses a tag greater than the (lexicographically) greatest tag returned by *Collect*, when it writes its new value.

All the *Write* operations are lexicographically totally ordered. Each *Read* is ordered so that it immediately follows that *Write* with the matching tag. Thus, this execution is linearizable.

**Complexity**

This construction has a space complexity of $O(n)$ integer registers. The time complexity is $O(n)$. 
(shared variables)

**MRSW atomic registers** of type \( \langle \text{data}, \text{tag} \rangle \), where \( \text{tag} = \langle \text{seq}_\text{no}, \text{pid} \rangle \):

\[
R_1 \ldots R_n;
\]

(local variables)

**MRSW atomic registers** of type \( \langle \text{data}, \text{tag} \rangle \), where \( \text{tag} = \langle \text{seq}_\text{no}, \text{pid} \rangle \):

\[
\text{Reg}_\text{Array}[1 \ldots n];
\]

**integer**: \( \text{seq}_\text{no}, j, k; \)

(1) \( \text{Write}_i(R, \text{val}) \) executed by \( P_i \), \( 1 \leq i \leq n \)

1a) \( \text{Reg}_\text{Array} \leftarrow \text{Collect}(R_1, \ldots, R_n); \)

1b) \( \text{seq}_\text{no} \leftarrow \max(\text{Reg}_\text{Array}[1].\text{tag}.\text{seq}_\text{no}, \ldots, \text{Reg}_\text{Array}[n].\text{tag}.\text{seq}_\text{no}) + 1; \)

1c) \( R_i \leftarrow (\text{val}, \langle \text{seq}_\text{no}, i \rangle). \)

(2) \( \text{Read}_i(R, \text{val}) \) executed by \( P_i \), \( 1 \leq i \leq n \)

2a) \( \text{Reg}_\text{Array} \leftarrow \text{Collect}(R_1, \ldots, R_n); \)

2b) **identify** \( j \) such that for all \( k \neq j, \text{Reg}_\text{Array}[j].\text{tag} > \text{Reg}_\text{Array}[k].\text{tag}; \)

2c) \( \text{val} \leftarrow \text{Reg}_\text{Array}[j].\text{data}; \)

2d) \( \text{return}(\text{val}). \)

(3) \( \text{Collect}(R_1, \ldots, R_n) \) invoked by \( \text{Read} \) and \( \text{Write} \) routines

3a) **for** \( j = 1 \) **to** \( n \) **do**

3b) \( \text{Reg}_\text{Array}[j] \leftarrow R_j; \)

3c) \( \text{return}(\text{Reg}_\text{Array}). \)

---

**Algorithm 12.15** Construction 7: integer MRSW atomic register to integer MRMW atomic register \( R \).

---

### 12.5.8 Construction 8: integer SRSW atomic to integer MRSW atomic

We are given SRSW atomic registers. To simulate a MRSW atomic register \( R \), the variable has multiple copies, \( R_1 \ldots R_n \), one per reader process. The single writer can write to all of these registers.

A first attempt at this construction would have the writer write to all the registers \( R_1 \ldots R_n \), whereas reader \( P_i \) reads \( R_i \). In Figure 12.11, \( q = n \), and each \( R_i \) is read by \( P_i \) and written to by the single writer \( P_0 \). However, such a construction does not give a linearizable execution. Consider two reads \( \text{Read}_1^i \) and \( \text{Read}_2^j \) that both overlap a \( \text{Write} \), and \( \text{Read}_2 \) begins after \( \text{Read}_1 \) terminates. It is possible that:

1. \( \text{Read}_1^i \) reads \( R_i \) after the \( \text{Write} \) has written to \( R_i \);
2. but \( \text{Read}_2^j \) reads \( R_j \) before the writer has had a chance to update \( R_j \).

This results in a non-linearizable execution.

The problem above arose because a reader did not have access to what other readers read; in particular, a reader \( P_i \) cannot tell if another \( \text{Read} \) by \( P_j \) that completed before this \( \text{Read} \) began got a value that is newer than the value
that the writer has written to \( R_i \). In fact, performing multiple reads by the \( P_i \) processes, and/or more writes by \( P_0 \), and/or using more registers cannot solve this problem.

In the solution by Israeli and Li [16], a reader process \( P_i \) must choose the latest of the values that other reader processes have last read, and the value in \( R_i \). As only SRSW registers are available, unfortunately, this requires communication between each pair of reader processes, leading to \( O(n^2) \) variables. Thus, a reader process must also write. An array \( \text{Last}_\text{Read}_\text{Values}[1...n, 1...n] \) is used for this purpose. \( \text{Last}_\text{Read}_\text{Values}[i, j] \) is the value that \( P_i \)'s last \( \text{Read} \) returned, which \( P_i \) has set aside for \( P_j \) to know about. Once a reader \( P_i \) determines the latest of the values that other readers read (lines 2b–d), and the value written for it by the writer process (line 2a), the reader publishes this value in \( \text{Last}_\text{Read}_\text{Values}[i, *] \) (lines 2e–2f). As there is a single writer, the format \( \langle \text{data, seq\_no} \rangle \) for each register value and each \( \text{Last}_\text{Read}_\text{Value} \) entry is adequate to give a total order on all the values written by it. The construction is shown in Algorithm 12.16 and illustrated in Figure 12.14. Here, \( q = n^2 + n \) as there are \( n^2 \) SRSW registers that act as personalized mailboxes between the pairs of processes and the \( n \) registers that are the mailboxes between writer \( P_0 \) and each reader \( P_i \).

**Complexity**

This construction uses \( O(n^2) \) integer registers. The time complexity is \( O(n) \).

**Achieving linearizability**

All the \( \text{Write} \) operations form a total order. A \( \text{Read} \) by \( P_i \) returns the value of the latest preceding \( \text{Write} \), as observed directly from the register \( R_i \), or indirectly from the register \( R_j \) and communicated to \( P_i \) via \( \text{Last}_\text{Read}_\text{Values} \). In a linearized execution, a \( \text{Read} \) is placed after the \( \text{Write} \) whose value it reads. For non-overlapping \( \text{Reads} \), their relative order represents the order in a linearizable execution, because of the indirect communication among
12.6 Wait-free atomic snapshots of shared objects

Observing the global state of a distributed system is a fundamental problem. For message-passing systems, we have studied how to record global snapshots which represent an instantaneous possible global state that could have occurred in the execution. The snapshot algorithms used message-passing of
control messages, and were inherently inhibition-free, although some variants that use fewer control messages do require inhibition.

In this section, we examine the counterpart of the global snapshot problem in a shared-memory system, where only \textit{Read} and \textit{Write} primitives can be used. The problem can be modeled as follows.

Given a set of SWMR atomic registers $R_1, \ldots, R_n$, where $R_i$ can be written only by $P_i$ and can be read by all processes, and which together form a compound high-level object, devise a \textit{wait-free} algorithm to observe the state of the object at some instant in time. The following actions are allowed on this high-level object, as also illustrated in Figure 12.15:

- \textit{Scan}: This action invoked by $P_i$ returns the atomic snapshot that is an instantaneous view of the object $(R_1, \ldots, R_n)$ at some instant between the invocation and termination of the \textit{Scan}.

- \textit{Update}(val): This action invoked by $P_i$ writes the data \( val \) to register $R_i$.

Clearly, any kind of locking mechanism is unacceptable because it is not wait-free. Consider the following attempt at a wait-free solution. The format of each register $R_i$ is assumed to be the tuple: \( \langle \text{data, seq_no} \rangle \) in order to uniquely identify each \textit{Write} operation to the register. A scanner would repeatedly scan the high-level object until two consecutive scans, called \textit{double-collect} in the shared memory context, returned identical content. This principle of “double-collect” has been encountered in multiple contexts, such in two-phase deadlock detection and two-phase termination detection algorithms, and essentially embodies the two-phase observation rule (see Chapter 11). However, this solution in not wait-free because between the two observations of each double-collect, an \textit{Update} by another process can prevent the \textit{Scan} from being successful.

A wait-free solution \[3,5\] is given in Algorithm 12.17. Process $P_i$ can write to its MRSW register $R_i$ and can read all registers $R_1, \ldots, R_n$. To design a wait-free solution, it needs to be ensured that a scanner is not indefinitely prevented from getting identical scans in the double-collect, by some writer process periodically making updates. The problem arises because of the imbalance in the roles of the scanner and updater – the updater is inherently more powerful in that it can prevent all scanners from being successful. One elegant solution therefore neutralizes the unfair advantage of the updaters by forcing
the updaters to follow the same rules as the scanner. Namely, the updaters also have to perform a double-collect, and only after performing a double-collect can an updater write the value it needs to. Additionally, an updater also writes the snapshot it collected in the register, along with the new value of the data item. Now, if a scanner detects that an updater has made an update after the scanner initiated its `Scan`, then the scanner can simply “borrow” the snapshot recorded by the updater in its register. The updater helps the scanner to obtain a consistent value. This is the principle of “helping” that is often used in designing wait-free solutions for various problems.

(shared variables)

**MRSW atomic register of type** \( \langle \text{data, seq_no, old\_snapshot} \rangle \), where

\( \text{data, seq_no} \) are of type integer, and \( \text{old\_snapshot} \) is array \([1 \ldots n]\) of integer:

\( R_1 \ldots R_n \);

(local variables)

integer: \( \text{changed}[1 \ldots n] \);

type \( \langle \text{data, seq_no, old\_snapshot} \rangle \): \( v_1[1 \ldots n], v_2[1 \ldots n], v[1 \ldots n] \);

(1) \( \text{Update}_i(x) \)

(1a) \( v_1[1 \ldots n] \leftarrow \text{Scan}_i \);

(1b) \( R_i \leftarrow (x, R_i.\text{seq_no} + 1, v[1 \ldots n]) \).

(2) \( \text{Scan}_i \)

(2a) \( \textbf{for count} = 1 \text{ to } n \text{ do} \)

(2b) \( \text{changed}[\text{count}] \leftarrow 0; \)

(2c) \( \textbf{while true do} \)

(2d) \( v_1[1 \ldots n] \leftarrow \text{collect}; \)

(2e) \( v_2[1 \ldots n] \leftarrow \text{collect}; \)

(2f) \( \textbf{if} (\forall k, 1 \leq k \leq n)(v_1[k].\text{seq_no} = v_2[k].\text{seq_no}) \textbf{then} \)

(2g) \( \textbf{return}(v_2[1].\text{data}, \ldots, v_2[n].\text{data}); \)

(2h) \( \textbf{else} \)

(2i) \( \textbf{for } k = 1 \text{ to } n \text{ do} \)

(2j) \( \textbf{if } v_1[k].\text{seq_no} \neq v_2[k].\text{seq_no} \textbf{then} \)

(2k) \( \text{changed}[k] \leftarrow \text{changed}[k] + 1; \)

(2l) \( \textbf{if } \text{changed}[k] = 2 \textbf{ then} \)

(2m) \( \textbf{return}(v_2[k].\text{old\_snapshot}). \)

**Algorithm 12.17** Wait-free atomic snapshot of a shared MRSW object.

A scanner detects that an updater has made an update after the scanner initiated its `Scan`, by using the local array `changed`. This array is reset to 0 when the `Scan` is invoked. Location `changed[k]` is incremented (line 2k) if the `Scan` procedure detects (line 2j) that process \( P_k \) has changed its `data` and `seq_no` (and implicitly the `old\_snapshot`) fields in \( R_k \). Based on the value
of $\text{changed}[k]$, different inferences can be made, as now explained with the help of Figure 12.16:

- If $\text{changed}[k] = 2$ (line 2l), then two updates (line 1b) were made by $P_k$ after $P_i$ began its Scan. Between the first and the second update, the Scan preceding the second update must have completed successfully, and the scanned value was recorded in the old_snapshot field. This old snapshot can be safely borrowed by the scanner $P_i$ (line 2m) because it was recorded after $P_k$ finished its first double-collect, and hence after the scanner $P_i$ initiated its Scan.

- However, if $\text{changed}[k] = 1$, it cannot be inferred that the old_snapshot recorded by $P_k$ was taken after $P_i$’s Scan began. When $P_k$ does its Update (the first “write” shown in Figure 12.16(b)), the value it writes in old_snapshot is only the result of a double-scan that preceded the “write” and may be a value that existed before $P_i$’s Scan began.

There are two cases by which a snapshot can be captured, as illustrated using Figure 12.16:

1. A scanner can collect a snapshot (line 2g) if the double-collect (lines 2d–2e) returns identical views (line 2f). (see Figure 12.16(a)). The returned snapshot represents an instantaneous state that existed at all times between the end of the first collect (line 2d) and the start of the second collect (line 2e).

2. Otherwise the scanner returns a borrowed snapshot (line 2m) from $P_k$ if $P_k$ has been noticed to have made two updates (lines 2l) and therefore $P_k$ has made a Scan embedded inside $P_i$’s Scan. This borrowed snapshot itself (i) may have been obtained directly via a double-collect, or (ii) indirectly been borrowed from another process (line 2l). In case (i), it represents
an instantaneous state in the duration of the double-collect. In case (ii), a recursive argument can be applied. Observe that there are \( n \) processes, so the recursive argument can hold at most \( n - 1 \) times. The \( n \)th time, a double-collect must have been successful (see Figure 12.16(b)). Note that between the two double-collects of \( P_i \) that are shown, there may be up to \((n - 2)\) other unsuccessful double-collects of \( P_i \). Each of these \((n - 2)\) other double-collects corresponds to some \( P_k, k \neq i, j \), having “changed” once.

The linearization of the Scan and Update operations follows in a straightforward manner. For example, non-overlapping operations get linearized in the order of their occurrence. An operation by \( P_i \) that borrows a snapshot from \( P_k \) gets linearized after \( P_k \).

**Complexity**

The local space complexity is \( O(n^2) \) integers. The shared space is \( O(n^2) \) corresponding to each of the \( n \) registers of size \( O(n) \) each. The time complexity is \( O(n^2) \). This is because the main Scan loop has a complexity of \( O(n) \) and the loop may be executed at most \( n \) times – the \( n \)th time, at least one process \( P_k \) must have caused \( P_i \)’s local \( changed[k] \) to reach a value of two, triggering an end to the loop (lines 2k–2l).

### 12.7 Chapter summary

Distributed shared memory (DSM) is an abstraction whereby distributed programs can communicate with memory operations (Read and Write) as opposed to using message-passing. The main motivation is to simplify the burden on the programmers. The chapter surveyed this and other motivating factors for DSMs, as well as provided different ways to classify DSMs. The DSM has to be implemented by the middleware layer. Furthermore, in the face of concurrent operations on the shared variables, the expected behavior seen by the programmers should be well-defined. The chapter examined the following consistency models – linearizability, sequential consistency, causal consistency, pipelined RAM (PRAM), and slow memory. Each model is a contract between the programmer and the system provider because the program logic must adhere to the consistency model being provided by the middleware.

The chapter then examined the fundamental problem of mutual exclusion. The well-known bakery algorithm was studied first. Next, Lamport’s algorithm for fast mutual exclusion – which gives an \( O(1) \) complexity when there are no contentions – was studied. Mutual exclusion using hardware instructions – Test&Set and Swap – was then examined. Such hardware instructions can perform a Read operation and a Write operation atomically. Hence, they are powerful, but are also expensive to implement in a machine.
In the context of DSM mutual exclusion, and more generally, DSM synchronization operations, fault-tolerance was then examined. The notion of wait freedom is the ability to complete all the operations of a process, irrespective of the behavior of other processes. This makes the system \( n-1 \) fault tolerant. Next, wait-free register constructions were considered. Registers can be classified as being binary or multi-valued. An orthogonal classification allows single-reader or multiple reader, single-writer or multiple writer registers. Also orthogonally, registers can be safe, regular, or atomic. This allows 24 possible configurations. The chapter considered some of these 24 possible wait-free constructions. The constructions provide insight into how different techniques can be used in the DSM setting. Finally, wait-free atomic snapshots of shared objects was considered. For an object, reading its value atomically in a wait-free manner (without locking) gives an “instantaneous” snapshot of its state. Hence, this is an important problem for DSMs.

### 12.8 Exercises

**Exercise 12.1** Why do the algorithms for sequential consistency (Section 12.2.2) not require the Read operations to be broadcast?

**Exercise 12.2** Give a formal proof to justify the correctness of Algorithm 12.2 that implements sequential consistency using local Read operations.

**Exercise 12.3** In the algorithm to implement sequential consistency using local Write operations, as given in Algorithm 12.3, why is a single counter \( \text{counter} \) sufficient for the algorithm’s correctness?

In other words, why is a separate counter \( \text{counter}_x \) not required to track the number of updates issued to each variable \( x \), where a Read operation on \( x \) gets delayed only if \( \text{counter}_x > 0 \)? If such a separate counter were used for every variable, what consistency model would be implemented?

**Exercise 12.4** 1. In Figure 12.6(a), analyze whether the execution is linearizable. 2. In Figure 12.6(b), what forms of memory consistency are satisfied if the two Read operations of \( P_4 \) return 7 first and then 4?

**Exercise 12.5** Give a detailed implementation of causal consistency, and provide a correctness argument for your implementation.

**Exercise 12.6** Give a detailed implementation of PRAM consistency, and provide a correctness argument for your implementation.

**Exercise 12.7** Give a detailed implementation of slow memory, and provide a correctness argument for your implementation. Is the implementation less expensive than that of PRAM consistency which is a stricter consistency model?

**Exercise 12.8** Show that constructions 1 and 2 (Algorithm 12.10) work for binary registers as well as integer-valued registers.
Exercise 12.9 Why are two passes needed by the reader in construction 6, (Algorithm 12.14), for a MRSW atomic register? Why does a single right-to-left pass not suffice?

Exercise 12.10 Assume that the writer does a single pass from left to right in construction 6, (Algorithm 12.14), for a MRSW register. Can the code for the readers be modified to devise a correct algorithm? Justify your answer.

Exercise 12.11 Peterson’s mutual exclusion algorithm for two processes is shown in Algorithm 12.18 [26].

1. Show that it satisfies mutual exclusion, progress, and bounded waiting.
2. Use this algorithm as a building block to construct a hierarchical mutual exclusion algorithm for an arbitrary number of processes. (Hint: Use a logarithmic number of steps in the hierarchy.)

(shared variables)
boolean: turn ←− false; // shared register initialized
boolean: wanting[0, 1];
repeat
(1) \( P_i \) executes the following for the **entry section**:
(1a) wanting[i] ←− true;
(1b) turn ←− 1 − i;
(1c) while wanting[1 − i] and turn = 1 − i do
(1d) no-op;
(2) \( P_i \) executes the **critical section (CS)** after the **entry section**
(3) \( P_i \) executes the following **exit section** after the **CS**:
(3a) wanting[i] ←− false;
(4) \( P_i \) executes the **remainder section** after the **exit section**
until false;

Algorithm 12.18 Peterson’s mutual exclusion for two processes \( P_i = 0, 1 \) [26]. Modulo 2 arithmetic is used.

Exercise 12.12 Determine the average case time complexity of the wait-free atomic snapshot of a shared object, given in Algorithm 12.17.

12.9 Notes on references

A good survey on distributed shared memory systems is given by Protic et al. [28] and by Tanenbaum [29]. This includes coverage of the various DSM systems such as Firefly, Sequent, Alewife, Dash, Butterfly, CM*, Ivy, Mirage, Midway, Munin, Linda, and Orca.
The sequential consistency model was defined by Lamport [19]. The linearizability model was formalized by Lamport [21] and developed by Herlihy and Wing [13]. The implementations of linearizability and sequential consistency based on the broadcast primitive and assuming full replication are from Attiya and Welch [6], whereas a similar implementation of sequential consistency is given by Bal et al. [8]. The causal consistency model was proposed by [4]. The PRAM model was proposed by Lipton and Sandberg [25]. The slow memory model was proposed by Hutto and Ahamad [14]. Other consistency models such as weak consistency [11], release consistency [12], and entry consistency [9] that apply to selected instructions in the code, were developed mainly in the computer architecture research community, and are discussed in [1, 2].

The bakery algorithm for mutual exclusion was presented by Lamport [18]. The fast mutual exclusion algorithm was presented by Lamport [23]. The two-process mutual exclusion algorithm was presented by Peterson [26]. Its modification that is asked as Exercise 12.11 is based on the algorithm by Peterson and Fischer [27].

The notion of wait-freedom was proposed by Lamport [24] and developed by Herlihy [15]. The definition and classification of registers as safe, regular, and atomic were given by Lamport [20–22]. Constructions 1 to 5 were proposed by Lamport [21]. Register construction 6 was proposed by Vidyasankar [30]. Register construction 7 was proposed by Vitanyi and Awerbuch [31]. Register construction 8 was proposed by Israeli and Li [16]. A construction of a MRMW snapshot object using MRSW snapshot objects and MRMW registers was proposed by Anderson [5] and Afek et al. [3]. The register constructions are also presented by Attiya and Welch [7].
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CHAPTER 13

Checkpointing and rollback recovery

13.1 Introduction

Distributed systems today are ubiquitous and enable many applications, including client–server systems, transaction processing, the World Wide Web, and scientific computing, among many others. Distributed systems are not fault-tolerant and the vast computing potential of these systems is often hampered by their susceptibility to failures. Many techniques have been developed to add reliability and high availability to distributed systems. These techniques include transactions, group communication, and rollback recovery. These techniques have different tradeoffs and focus. This chapter covers the rollback recovery protocols, which restore the system back to a consistent state after a failure.

Rollback recovery treats a distributed system application as a collection of processes that communicate over a network. It achieves fault tolerance by periodically saving the state of a process during the failure-free execution, enabling it to restart from a saved state upon a failure to reduce the amount of lost work. The saved state is called a checkpoint, and the procedure of restarting from a previously checkpointed state is called rollback recovery. A checkpoint can be saved on either the stable storage or the volatile storage depending on the failure scenarios to be tolerated.

In distributed systems, rollback recovery is complicated because messages induce inter-process dependencies during failure-free operation. Upon a failure of one or more processes in a system, these dependencies may force some of the processes that did not fail to roll back, creating what is commonly called a rollback propagation. To see why rollback propagation occurs, consider the situation where the sender of a message $m$ rolls back to a state that precedes the sending of $m$. The receiver of $m$ must also roll back to a state that precedes $m$’s receipt; otherwise, the states of the two processes would be inconsistent because they would show that message $m$ was received without being sent, which is impossible in any correct failure-free execution. This phenomenon of cascaded rollback is called the domino effect. In some situations, rollback
propagation may extend back to the initial state of the computation, losing all the work performed before the failure.

In a distributed system, if each participating process takes its checkpoints independently, then the system is susceptible to the domino effect. This approach is called independent or uncoordinated checkpointing. It is obviously desirable to avoid the domino effect and therefore several techniques have been developed to prevent it. One such technique is coordinated checkpointing where processes coordinate their checkpoints to form a system-wide consistent state. In case of a process failure, the system state can be restored to such a consistent set of checkpoints, preventing the rollback propagation. Alternatively, communication-induced checkpointing forces each process to take checkpoints based on information piggybacked on the application messages it receives from other processes. Checkpoints are taken such that a system-wide consistent state always exists on stable storage, thereby avoiding the domino effect.

The approaches discussed so far implement checkpoint-based rollback recovery, which relies only on checkpoints to achieve fault-tolerance. Log-based rollback recovery combines checkpointing with logging of non-deterministic events. Log-based rollback recovery relies on the piecewise deterministic (PWD) assumption, which postulates that all non-deterministic events that a process executes can be identified and that the information necessary to replay each event during recovery can be logged in the event's determinant. By logging and replaying the non-deterministic events in their exact original order, a process can deterministically recreate its pre-failure state even if this state has not been checkpointed. Log-based rollback recovery in general enables a system to recover beyond the most recent set of consistent checkpoints. It is therefore particularly attractive for applications that frequently interact with the outside world, which consists of input and output devices that cannot roll back.

13.2 Background and definitions

13.2.1 System model

A distributed system consists of a fixed number of processes, $P_1, P_2, \ldots, P_N$, which communicate only through messages. Processes cooperate to execute a distributed application and interact with the outside world by receiving and sending input and output messages, respectively. Figure 13.1 shows a system consisting of three processes and interactions with the outside world.

Rollback-recovery protocols generally make assumptions about the reliability of the inter-process communication. Some protocols assume that the communication subsystem delivers messages reliably, in first-in-first-out (FIFO) order, while other protocols assume that the communication subsystem can
lose, duplicate, or reorder messages. The choice between these two assumptions usually affects the complexity of checkpointing and failure recovery.

A generic correctness condition for rollback-recovery can be defined as follows [36]: “a system recovers correctly if its internal state is consistent with the observable behavior of the system before the failure.” Rollback-recovery protocols therefore must maintain information about the internal interactions among processes and also the external interactions with the outside world.

### 13.2.2 A local checkpoint

In distributed systems, all processes save their local states at certain instants of time. This saved state is known as a local checkpoint. A local checkpoint is a snapshot of the state of the process at a given instance and the event of recording the state of a process is called local checkpointing. The contents of a checkpoint depend upon the application context and the checkpointing method being used.

Depending upon the checkpointing method used, a process may keep several local checkpoints or just a single checkpoint at any time. We assume that a process stores all local checkpoints on the stable storage so that they are available even if the process crashes. We also assume that a process is able to roll back to any of its existing local checkpoints and thus restore to and restart from the corresponding state.

Let \( C_{i,k} \) denote the \( k \)th local checkpoint at process \( P_i \). Generally, it is assumed that a process \( P_i \) takes a checkpoint \( C_{i,0} \) before it starts execution. A local checkpoint is shown in the process-line by the symbol “\(|\)”.

### 13.2.3 Consistent system states

A global state of a distributed system is a collection of the individual states of all participating processes and the states of the communication channels. Intuitively, a consistent global state is one that may occur during a failure-free execution of a distributed computation. More precisely, a *consistent system state* is one in which a process’s state reflects a message receipt, then the state of the corresponding sender must reflect the sending of that message [9].
For instance, Figure 13.2 shows two examples of global states. The state in Figure 13.2(a) is consistent and the state in Figure 13.2(b) is inconsistent. Note that the consistent state in Figure 13.2(a) shows message $m_1$ to have been sent but not yet received, but that is alright. The state in Figure 13.2(a) is consistent because it represents a situation in which every message that has been received, there is a corresponding message send event. The state in Figure 13.2(b) is inconsistent because process $P_2$ is shown to have received $m_2$ but the state of process $P_1$ does not reflect having sent it. Such a state is impossible in any failure-free, correct computation. Inconsistent states occur because of failures. For instance, the situation shown in Figure 13.2(b) may occur if process $P_1$ fails after sending message $m_2$ to process $P_2$ and then restarts at the state shown in Figure 13.2(b).

Thus, a local checkpoint is a snapshot of a local state of a process and a global checkpoint is a set of local checkpoints, one from each process. A consistent global checkpoint is a global checkpoint such that no message is sent by a process after taking its local checkpoint that is received by another process before taking its local checkpoint. The consistency of global checkpoints strongly depends on the flow of messages exchanged by processes and an arbitrary set of local checkpoints at processes may not form a consistent global checkpoint.

The fundamental goal of any rollback-recovery protocol is to bring the system to a consistent state after a failure. The reconstructed consistent state is not necessarily one that occurred before the failure. It is sufficient that the reconstructed state be one that could have occurred before the failure in a failure-free execution, provided that it is consistent with the interactions that the system had with the outside world.

### 13.2.4 Interactions with the outside world

A distributed application often interacts with the outside world to receive input data or deliver the outcome of a computation. If a failure occurs, the outside world cannot be expected to roll back. For example, a printer cannot roll back the effects of printing a character, and an automatic teller machine
cannot recover the money that it dispensed to a customer. To simplify the presentation of how rollback-recovery protocols interact with the outside world, we model the latter as a *special* process that interacts with the rest of the system through message passing. We call this special process the “outside world process” (OWP). It is therefore necessary that the outside world see a consistent behavior of the system despite failures. Thus, before sending output to the OWP, the system must ensure that the state from which the output is sent will be recovered despite any future failure. This is commonly called the output commit problem. Similarly, input messages that a system receives from the OWP may not be reproducible during recovery, because it may not be possible for the outside world to regenerate them. Thus, recovery protocols must arrange to save these input messages so that they can be retrieved when needed for execution replay after a failure. A common approach is to save each input message on the stable storage before allowing the application program to process it.

An interaction with the outside world to deliver the outcome of a computation is shown on the process-line by the symbol “||”.

### 13.2.5 Different types of messages

A process failure and subsequent recovery may leave messages that were perfectly received (and processed) before the failure in abnormal states. This is because a rollback of processes for recovery may have to rollback the send and receive operations of several messages.

In this section, we identify several types such messages using the example shown in Figure 13.3. Figure 13.3 shows an example consisting of four processes. Process $P_1$ fails at the point indicated and the whole system recovers to the state indicated by the recovery line; that is, to global state \{$C_{1,8}, C_{2,9}, C_{3,8}, C_{4,8}$\}.

![Figure 13.3](image-url) Different types of messages [25].
In-transit messages
In Figure 13.3, the global state \( \{C_{1,8}, C_{2,9}, C_{3,8}, C_{4,8}\} \) shows that message \( m_1 \) has been sent but not yet received. We call such a message an in-transit message. Message \( m_2 \) is also an in-transit message.

When in-transit messages are part of a global system state, these messages do not cause any inconsistency. However, depending on whether the system model assumes reliable communication channels, rollback-recovery protocols may have to guarantee the delivery of in-transit messages when failures occur. For reliable communication channels, a consistent state must include in-transit messages because they will always be delivered to their destinations in any legal execution of the system. On the other hand, if a system model assumes lossy communication channels, then in-transit messages can be omitted from system state.

Lost messages
Messages whose send is not undone but receive is undone due to rollback are called lost messages. This type of messages occurs when the process rolls back to a checkpoint prior to reception of the message while the sender does not rollback beyond the send operation of the message. In Figure 13.3, message \( m_1 \) is a lost message.

Delayed messages
Messages whose receive is not recorded because the receiving process was either down or the message arrived after the rollback of the receiving process, are called delayed messages. For example, messages \( m_2 \) and \( m_5 \) in Figure 13.3 are delayed messages.

Orphan messages
Messages with receive recorded but message send not recorded are called orphan messages. For example, a rollback might have undone the send of such messages, leaving the receive event intact at the receiving process. Orphan messages do not arise if processes roll back to a consistent global state.

Duplicate messages
Duplicate messages arise due to message logging and replaying during process recovery. For example, in Figure 13.3, message \( m_4 \) was sent and received before the rollback. However, due to the rollback of process \( P_4 \) to \( C_{4,8} \) and process \( P_3 \) to \( C_{3,8} \), both send and receipt of message \( m_4 \) are undone. When process \( P_3 \) restarts from \( C_{3,8} \), it will resend message \( m_4 \). Therefore, \( P_4 \) should
not replay message \( m_4 \) from its log. If \( P_4 \) replays message \( m_4 \), then message \( m_4 \) is called a *duplicate* message.

Message \( m_5 \) is an excellent example of a duplicate message. No matter what, the receiver of \( m_5 \) will receive a duplicate \( m_5 \) message.

### 13.3 Issues in failure recovery

In a failure recovery, we must not only restore the system to a consistent state, but also appropriately handle messages that are left in an abnormal state due to the failure and recovery [33].

We now describe the issues involved in a failure recovery with the help of a distributed computation shown in Figure 13.4. The computation comprises of three processes \( P_i, P_j, \) and \( P_k \), connected through a communication network. The processes communicate solely by exchanging messages over fault-free, FIFO communication channels. Processes \( P_i, P_j, \) and \( P_k \) have taken checkpoints \( \{C_i,0, C_i,1\}, \{C_j,0, C_j,1, C_j,2\}, \) and \( \{C_k,0, C_k,1\}, \) respectively, and these processes have exchanged messages A to J as shown in Figure 13.4.

Suppose process \( P_i \) fails at the instance indicated in the figure. All the contents of the volatile memory of \( P_i \) are lost and, after \( P_i \) has recovered from the failure, the system needs to be restored to a consistent global state from where the processes can resume their execution. Process \( P_i \)'s state is restored to a valid state by rolling it back to its most recent checkpoint \( C_i,1 \). To restore the system to a consistent state, the process \( P_j \) rolls back to checkpoint \( C_j,1 \) because the rollback of process \( P_i \) to checkpoint \( C_i,1 \) created an orphan message \( H \) (the receive event of \( H \) is recorded at process \( P_j \) while the send event of \( H \) has been undone at process \( P_i \)). Note that process \( P_j \) does not roll back to checkpoint \( C_j,2 \) but to checkpoint \( C_j,1 \), because rolling back to checkpoint \( C_j,2 \) does not eliminate the orphan message \( H \). Even this resulting state is not a consistent global state, as an orphan message \( I \) is created due to the roll back of process \( P_j \) to checkpoint \( C_j,1 \). To eliminate this orphan message, process \( P_k \) rolls back to checkpoint \( C_k,1 \). The
restored global state \( \{C_{i,1}, C_{j,1}, C_{k,1}\} \) is a consistent state as it is free from orphan messages. Although the system state has been restored to a consistent state, several messages are left in an erroneous state which must be handled correctly.

Messages A, B, D, G, H, I, and J had been received at the points indicated in the figure and messages C, E, and F were in transit when the failure occurred. Restoration of system state to checkpoints \( \{C_{i,1}, C_{j,1}, C_{k,1}\} \) automatically handles messages A, B, and J because the send and receive events of messages A, B, and J have been recorded, and both the events for G, H, and I have been completely undone. These messages cause no problem and we call messages A, B, and J normal messages and messages G, H, and I vanished messages [33].

Messages C, D, E, and F are potentially problematic. Message C is in transit during the failure and it is a delayed message. The delayed message C has several possibilities: C might arrive at process \( P_i \) before it recovers, it might arrive while \( P_i \) is recovering, or it might arrive after \( P_i \) has completed recovery. Each of these cases must be dealt with correctly.

Message D is a lost message since the send event for D is recorded in the restored state for process \( P_j \), but the receive event has been undone at process \( P_i \). Process \( P_j \) will not resend D without an additional mechanism, since the send D at \( P_j \) occurred before the checkpoint and the communication system successfully delivered D.

Messages E and F are delayed orphan messages and pose perhaps the most serious problem of all the messages. When messages E and F arrive at their respective destinations, they must be discarded since their send events have been undone. Processes, after resuming execution from their checkpoints, will generate both of these messages, and recovery techniques must be able to distinguish between messages like C and those like E and F.

Lost messages like D can be handled by having processes keep a message log of all the sent messages. So when a process restores to a checkpoint, it replays the messages from its log to handle the lost message problem. However, message logging and message replaying during recovery can result in duplicate messages. In the example shown in Figure 13.4, when process \( P_j \) replays messages from its log, it will regenerate message J. Process \( P_k \), which has already received message J, will receive it again, thereby causing inconsistency in the system state. Therefore, these duplicate messages must be handled properly.

Overlapping failures further complicate the recovery process. A process \( P_j \) that begins rollback/recovery in response to the failure of a process \( P_i \) can itself fail and develop amnesia with respect process \( P_i \)'s failure; that is, process \( P_j \) can act in a fashion that exhibits ignorance of process \( P_i \)'s failure. If overlapping failures are to be tolerated, a mechanism must be introduced to deal with amnesia and the resulting inconsistencies.
13.4 Checkpoint-based recovery

In the checkpoint-based recovery approach, the state of each process and the communication channel is checkpointed frequently so that, upon a failure, the system can be restored to a globally consistent set of checkpoints. It does not rely on the PWD assumption, and so does not need to detect, log, or replay non-deterministic events. Checkpoint-based protocols are therefore less restrictive and simpler to implement than log-based rollback recovery. However, checkpoint-based rollback recovery does not guarantee that pre-failure execution can be deterministically regenerated after a rollback. Therefore, checkpoint-based rollback recovery may not be suitable for applications that require frequent interactions with the outside world. Checkpoint-based rollback-recovery techniques can be classified into three categories: uncoordinated checkpointing, coordinated checkpointing, and communication-induced checkpointing [13].

13.4.1 Uncoordinated checkpointing

In uncoordinated checkpointing, each process has autonomy in deciding when to take checkpoints. This eliminates the synchronization overhead as there is no need for coordination between processes and it allows processes to take checkpoints when it is most convenient or efficient. The main advantage is the lower runtime overhead during normal execution, because no coordination among processes is necessary. Autonomy in taking checkpoints also allows each process to select appropriate checkpoints positions. However, uncoordinated checkpointing has several shortcomings [13].

First, there is the possibility of the domino effect during a recovery, which may cause the loss of a large amount of useful work. Second, recovery from a failure is slow because processes need to iterate to find a consistent set of checkpoints. Since no coordination is done at the time the checkpoint is taken, checkpoints taken by a process may be useless checkpoints. (A useless checkpoint is never a part of any global consistent state.) Useless checkpoints are undesirable because they incur overhead and do not contribute to advancing the recovery line. Third, uncoordinated checkpointing forces each process to maintain multiple checkpoints, and to periodically invoke a garbage collection algorithm to reclaim the checkpoints that are no longer required. Fourth, it is not suitable for applications with frequent output commits because these require global coordination to compute the recovery line, negating much of the advantage of autonomy.

As each process takes checkpoints independently, we need to determine a consistent global checkpoint to rollback to, when a failure occurs. In order to determine a consistent global checkpoint during recovery, the processes record the dependencies among their checkpoints caused by message exchange
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during failure-free operation. The following direct dependency tracking technique is commonly used in uncoordinated checkpointing.

Let \( C_{i,x} \) be the \( x \)th checkpoint of process \( P_i \), where \( i \) is the process i.d. and \( x \) is the checkpoint index (we assume each process \( P_i \) starts its execution with an initial checkpoint \( C_{i,0} \)). Let \( I_{i,x} \) denote the checkpoint interval or simply interval between checkpoints \( C_{i,x-1} \) and \( C_{i,x} \). Consider the example shown in Figure 13.5. When process \( P_i \) at interval \( I_{i,x} \) sends a message \( m \) to \( P_j \), it piggybacks the pair \((i,x)\) on \( m \). When \( P_j \) receives \( m \) during interval \( I_{j,y} \), it records the dependency from \( I_{i,x} \) to \( I_{j,y} \), which is later saved onto stable storage when \( P_j \) takes checkpoint \( C_{j,y} \).

When a failure occurs, the recovering process initiates rollback by broadcasting a dependency request message to collect all the dependency information maintained by each process. When a process receives this message, it stops its execution and replies with the dependency information saved on the stable storage as well as with the dependency information, if any, which is associated with its current state. The initiator then calculates the recovery line based on the global dependency information and broadcasts a rollback request message containing the recovery line. Upon receiving this message, a process whose current state belongs to the recovery line simply resumes execution; otherwise, it rolls back to an earlier checkpoint as indicated by the recovery line.

### 13.4.2 Coordinated checkpointing

In coordinated checkpointing, processes orchestrate their checkpointing activities so that all local checkpoints form a consistent global state [13]. Coordinated checkpointing simplifies recovery and is not susceptible to the domino effect, since every process always restarts from its most recent checkpoint. Also, coordinated checkpointing requires each process to maintain only one checkpoint on the stable storage, reducing the storage overhead and eliminating the need for garbage collection. The main disadvantage of this method is that large latency is involved in committing output, as a global checkpoint is
needed before a message is sent to the OWP. Also, delays and overhead are involved everytime a new global checkpoint is taken.

If perfectly synchronized clocks were available at processes, the following simple method can be used for checkpointing: all processes agree at what instants of time they will take checkpoints, and the clocks at processes trigger the local checkpointing actions at all processes. Since perfectly synchronized clocks are not available, the following approaches are used to guarantee checkpoint consistency: either the sending of messages is blocked for the duration of the protocol, or checkpoint indices are piggybacked to avoid blocking.

**Blocking coordinated checkpointing**
A straightforward approach to coordinated checkpointing is to block communications while the checkpointing protocol executes. After a process takes a local checkpoint, to prevent orphan messages, it remains blocked until the entire checkpointing activity is complete. The coordinator takes a checkpoint and broadcasts a request message to all processes, asking them to take a checkpoint. When a process receives this message, it stops its execution, flushes all the communication channels, takes a tentative checkpoint, and sends an acknowledgment message back to the coordinator. After the coordinator receives acknowledgments from all processes, it broadcasts a commit message that completes the two-phase checkpointing protocol. After receiving the commit message, a process removes the old permanent checkpoint and atomically makes the tentative checkpoint permanent and then resumes its execution and exchange of messages with other processes. A problem with this approach is that the computation is blocked during the checkpointing and therefore, non-blocking checkpointing schemes are preferable.

**Non-blocking checkpoint coordination**
In this approach the processes need not stop their execution while taking checkpoints. A fundamental problem in coordinated checkpointing is to prevent a process from receiving application messages that could make the checkpoint inconsistent. Consider the example in Figure 13.6(a) [13]: message $m$ is sent by $P_0$ after receiving a checkpoint request from the checkpoint coordinator. Assume $m$ reaches $P_1$ before the checkpoint request. This situation results in an inconsistent checkpoint since checkpoint $c_{1,x}$ shows the receipt of message $m$ from $P_0$, while checkpoint $c_{0,x}$ does not show $m$ being sent from $P_0$.

If channels are FIFO, this problem can be avoided by preceding the first post-checkpoint message on each channel by a checkpoint request, forcing each process to take a checkpoint before receiving the first post-checkpoint message, as illustrated in Figure 13.6(b). An example of a non-blocking checkpoint coordination protocol using this idea is the snapshot algorithm of
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Figure 13.6 Non-blocking coordinated checkpointing: (a) checkpoint inconsistency; (b) a solution with FIFO channels [13].

Chandy and Lamport [9] in which markers play the role of the checkpoint-request messages. In this algorithm, the initiator takes a checkpoint and sends a marker (a checkpoint request) on all outgoing channels. Each process takes a checkpoint upon receiving the first marker and sends the marker on all outgoing channels before sending any application message. The protocol works assuming the channels are reliable and FIFO.

If the channels are non-FIFO, the following two approaches can be used: first, the marker can be piggybacked on every post-checkpoint message. When a process receives an application message with a marker, it treats it as if it has received a marker message, followed by the application message. Alternatively, checkpoint indices can serve the same role as markers, where a checkpoint is triggered when the receiver’s local checkpoint index is lower than the piggybacked checkpoint index.

Coordinated checkpointing requires all processes to participate in every checkpoint. This requirement generates valid concerns about its scalability. It is desirable to reduce the number of processes involved in a coordinated checkpointing session. This can be done since only those processes that have communicated with the checkpoint initiator either directly or indirectly since the last checkpoint need to take new checkpoints. A two-phase protocol by Koo and Toueg [22] achieves minimal checkpoint coordination.

13.4.3 Impossibility of min-process non-blocking checkpointing

A min-process, non-blocking checkpointing algorithm is one that forces only a minimum number of processes to take a new checkpoint, and at the same time it does not force any process to suspend its computation. Clearly, such checkpointing algorithms will be very attractive. Cao and Singhal [7] showed that it is impossible to design a min-process, non-blocking checkpointing algorithm.

Of course, the following type of min-process checkpointing algorithms are possible. The algorithm consists of two phases. During the first phase, the
checkpoint initiator identifies all processes with which it has communicated since the last checkpoint and sends them a request. Upon receiving the request, each process in turn identifies all processes it has communicated with since the last checkpoint and sends them a request, and so on, until no more processes can be identified. During the second phase, all processes identified in the first phase take a checkpoint. The result is a consistent checkpoint that involves only the participating processes. In this protocol, after a process takes a checkpoint, it cannot send any message until the second phase terminates successfully, although receiving a message after the checkpoint has been taken is allowable.

Based on a concept called “Z-dependency,” Cao and Singhal proved that there does not exist a non-blocking algorithm that will allow a minimum number of processes to take their checkpoints. Here we give only a sketch of the proof and readers are referred to the original source [7] for a detailed proof.

Z-dependency is defined as follows: if a process \( P_p \) sends a message to process \( P_q \) during its \( i \)th checkpoint interval and process \( P_q \) receives the message during its \( j \)th checkpoint interval, then \( P_q \) Z-depends on \( P_p \) during \( P_p \)’s \( i \)th checkpoint interval and \( P_q \)’s \( j \)th checkpoint interval, denoted by \( P_p \rightarrow^i_j P_q \). If \( P_p \rightarrow^j_i P_q \) and \( P_q \rightarrow^j_k P_r \), then \( P_r \) transitively Z-depends on \( P_p \) during \( P_p \)’s \( k \)th checkpoint interval and \( P_q \)’s \( i \)th checkpoint interval, and this is denoted as \( P_p \rightarrow^* P_r \).

A min process algorithm is one that satisfies the following condition: when a process \( P_p \) initiates a new checkpoint and takes checkpoint \( C_{p,i} \), a process \( P_q \) takes a checkpoint \( C_{q,j} \) associated with \( C_{p,i} \) if and only if \( P_q \rightarrow^* P_p \). In a min-process non-blocking algorithm, process \( P_p \) initiates a new checkpoint and takes a checkpoint \( C_{p,j} \) and if a process \( P_p \) sends a message \( m \) to \( P_q \) after it takes a new checkpoint associated with \( C_{p,i} \), then \( P_q \) takes a checkpoint \( C_{q,i} \) before processing \( m \) if and only if \( P_q \rightarrow^* P_p \). According to the min-process definition, \( P_q \) takes checkpoint \( C_{q,j} \) if and only if \( P_q \rightarrow^* P_p \), but \( P_q \) should take \( C_{q,i} \) before processing \( m \). If it takes \( C_{q,j} \) after processing \( m \), \( m \) becomes an orphan. Therefore, when a process receives a message \( m \), it must know if the initiator of a new checkpoint transitively Z-depends on it during the previous checkpoint interval. But it has been proved that there is not enough information at the receiver of a message to decide whether the initiator of a new checkpoint transitively Z-depends on the receiver. Therefore, no min-process, non-blocking algorithm exists.

### 13.4.4 Communication-induced checkpointing

Communication-induced checkpointing is another way to avoid the domino effect, while allowing processes to take some of their checkpoints independently. Processes may be forced to take additional checkpoints (over and above their autonomous checkpoints), and thus process independence
is constrained to guarantee the eventual progress of the recovery line. Communication-induced checkpointing reduces or completely eliminates the useless checkpoints. In communication-induced checkpointing, processes take two types of checkpoints, namely, autonomous and forced checkpoints. The checkpoints that a process takes independently are called local checkpoints, while those that a process is forced to take are called forced checkpoints. Communication-induced checkpointing piggybacks protocol-related information on each application message. The receiver of each application message uses the piggybacked information to determine if it has to take a forced checkpoint to advance the global recovery line. The forced checkpoint must be taken before the application may process the contents of the message, possibly incurring some latency and overhead. It is therefore desirable in these systems to minimize the number of forced checkpoints. In contrast with coordinated checkpointing, no special coordination messages are exchanged.

There are two types of communication-induced checkpointing [13]: model-based checkpointing and index-based checkpointing. In model-based checkpointing, the system maintains checkpoints and communication structures that prevent the domino effect or achieve some even stronger properties. In index-based checkpointing, the system uses an indexing scheme for the local and forced checkpoints, such that the checkpoints of the same index at all processes form a consistent state.

Model-based checkpointing
Model-based checkpointing prevents patterns of communications and checkpoints that could result in inconsistent states among the existing checkpoints. A process detects the potential for inconsistent checkpoints and independently forces local checkpoints to prevent the formation of undesirable patterns. A forced checkpoint is generally used to prevent the undesirable patterns from occurring. No control messages are exchanged among the processes during normal operation. All information necessary to execute the protocol is piggybacked on application messages. The decision to take a forced checkpoint is done locally using the information available.

There are several domino-effect-free checkpoint and communication models. The MRS (mark, send, and receive) model of Russell [34] avoids the domino effect by ensuring that within every checkpoint interval all message-receiving events precede all message-sending events. This model can be maintained by taking an additional checkpoint before every message-receiving event that is not separated from its previous message-sending event by a checkpoint. Another way to prevent the domino effect by avoiding rollback propagation completely is by taking a checkpoint immediately after every message-sending event. Recent work has focused on ensuring that every checkpoint can belong to a consistent global checkpoint and therefore is not useless.
Index-based checkpointing

Index-based communication-induced checkpointing assigns monotonically increasing indexes to checkpoints, such that the checkpoints having the same index at different processes form a consistent state. Inconsistency between checkpoints of the same index can be avoided in a lazy fashion if indexes are piggybacked on application messages to help receivers decide when they should take a forced checkpoint. For instance, the protocol by Briatico et al. [5] forces a process to take a checkpoint upon receiving a message with a piggybacked index greater than the local index. More sophisticated protocols piggyback more information on application messages to minimize the number of forced checkpoints.

13.5 Log-based rollback recovery

A log-based rollback recovery makes use of deterministic and non-deterministic events in a computation. So first we discuss these events.

13.5.1 Deterministic and non-deterministic events

Log-based rollback recovery exploits the fact that a process execution can be modeled as a sequence of deterministic state intervals, each starting with the execution of a non-deterministic event. A non-deterministic event can be the receipt of a message from another process or an event internal to the process. Note that a message send event is not a non-deterministic event. For example, in Figure 13.7, the execution of process $P_0$ is a sequence of four deterministic intervals. The first one starts with the creation of the process, while the remaining three start with the receipt of messages $m_0$, $m_3$, and $m_7$, respectively. Send event of message $m_2$ is uniquely determined by the initial state of $P_0$ and by the receipt of message $m_0$, and is therefore not a non-deterministic event.

Log-based rollback recovery assumes that all non-deterministic events can be identified and their corresponding determinants can be logged into the stable storage. During failure-free operation, each process logs the determinants
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of all non-deterministic events that it observes onto the stable storage. Additionally, each process also takes checkpoints to reduce the extent of rollback during recovery. After a failure occurs, the failed processes recover by using the checkpoints and logged determinants to replay the corresponding non-deterministic events precisely as they occurred during the pre-failure execution. Because execution within each deterministic interval depends only on the sequence of non-deterministic events that preceded the interval’s beginning, the pre-failure execution of a failed process can be reconstructed during recovery up to the first non-deterministic event whose determinant is not logged.

The no-orphans consistency condition

Let \( e \) be a non-deterministic event that occurs at process \( p \). We define the following [13]:

- **Depend**\((e)\): the set of processes that are affected by a non-deterministic event \( e \). This set consists of \( p \), and any process whose state depends on the event \( e \) according to Lamport’s happened before relation [23].
- **Log**\((e)\): the set of processes that have logged a copy of \( e \)’s determinant in their volatile memory.
- **Stable**\((e)\): a predicate that is true if \( e \)’s determinant is logged on the stable storage.

Suppose a set of processes \( \Psi \) crashes. A process \( p \) in \( \Psi \) becomes an orphan when \( p \) itself does not fail and \( p \)’s state depends on the execution of a non-deterministic event \( e \) whose determinant cannot be recovered from the stable storage or from the volatile memory of a surviving process. Formally, it can be stated as follows [13]:

\[
\forall(e) : \neg\text{Stable}(e) \implies \text{Depend}(e) \subseteq \text{Log}(e).
\]

This property is called the *always-no-orphans* condition [13]. It states that if any surviving process depends on an event \( e \), then either event \( e \) is logged on the stable storage, or the process has a copy of the determinant of event \( e \). If neither condition is true, then the process is an orphan because it depends on an event \( e \) that cannot be generated during recovery since its determinant is lost.

Log-based rollback-recovery protocols guarantee that upon recovery of all failed processes, the system does not contain any orphan process, i.e., a process whose state depends on a non-deterministic event that cannot be reproduced during recovery. Log-based rollback-recovery protocols are of three types: pessimistic logging, optimistic logging, and causal logging protocols. They differ in their failure-free performance overhead, latency of output commit, simplicity of recovery and garbage collection, and the potential for rolling back surviving processes.
13.5.2 Pessimistic logging

Pessimistic logging protocols assume that a failure can occur after any non-deterministic event in the computation. This assumption is “pessimistic” since in reality failures are rare. In their most straightforward form, pessimistic protocols log to the stable storage the determinant of each non-deterministic event before the event affects the computation. Pessimistic protocols implement the following property, often referred to as synchronous logging, which is a stronger than the always-no-orphans condition [13]:

\[ \forall e : \neg \text{Stable}(e) \implies |\text{Depend}(e)| = 0. \]

That is, if an event has not been logged on the stable storage, then no process can depend on it. In addition to logging determinants, processes also take periodic checkpoints to minimize the amount of work that has to be repeated during recovery. When a process fails, the process is restarted from the most recent checkpoint and the logged determinants are used to recreate the pre-failure execution. Consider the example in Figure 13.8. During failure-free operation the logs of processes \( P_0, P_1, \) and \( P_2 \) contain the determinants needed to replay messages \( m_0, m_4, m_7, m_1, m_3, m_6, \) and \( m_2, m_5, \) respectively. Suppose processes \( P_1 \) and \( P_2 \) fail as shown, restart from checkpoints B and C, and roll forward using their determinant logs to deliver again the same sequence of messages as in the pre-failure execution. This guarantees that \( P_1 \) and \( P_2 \) will repeat exactly their pre-failure execution and re-send the same messages. Hence, once the recovery is complete, both processes will be consistent with the state of \( P_0 \) that includes the receipt of message \( m_7 \) from \( P_1 \). In a pessimistic logging system, the observable state of each process is always recoverable.

The price paid for these advantages is a performance penalty incurred by synchronous logging. Synchronous logging can potentially result in a high performance overhead. Implementations of pessimistic logging must use special techniques to reduce the effects of synchronous logging on the performance. This overhead can be lowered using special hardware. For
example, fast non-volatile semiconductor memory can be used to implement the stable storage. Another approach is to limit the number of failures that can be tolerated. The overhead of pessimistic logging is reduced by delivering a message or executing an event and deferring its logging until the process communicates with another process or with the outside world.

Synchronous logging in such an implementation is orders of magnitude cheaper than with a traditional implementation of stable storage that uses magnetic disk devices. Another form of hardware support uses a special bus to guarantee atomic logging of all messages exchanged in the system. Such hardware support ensures that the log of one machine is automatically stored on a designated backup without blocking the execution of the application program. This scheme, however, requires that all non-deterministic events be converted into external messages.

Some pessimistic logging systems reduce the overhead of synchronous logging without relying on hardware. For example, the sender-based message logging (SBML) protocol keeps the determinants corresponding to the delivery of each message \( m \) in the volatile memory of its sender. The determinant of \( m \), which consists of its content and the order in which it was delivered, is logged in two steps. First, before sending \( m \), the sender logs its content in volatile memory. Then, when the receiver of \( m \) responds with an acknowledgment that includes the order in which the message was delivered, the sender adds to the determinant the ordering information. SBML avoids the overhead of accessing stable storage but tolerates only one failure and cannot handle non-deterministic events internal to a process. Extensions to this technique can tolerate more than one failure in special network topologies.

### 13.5.3 Optimistic logging

In optimistic logging protocols, processes log determinants \textit{asynchronously} to the stable storage \cite{13}. These protocols optimistically assume that logging will be complete before a failure occurs. Determinants are kept in a volatile log, and are periodically flushed to the stable storage. Thus, optimistic logging does not require the application to block waiting for the determinants to be written to the stable storage, and therefore incurs much less overhead during failure-free execution. However, the price paid is more complicated recovery, garbage collection, and slower output commit. If a process fails, the determinants in its volatile log are lost, and the state intervals that were started by the non-deterministic events corresponding to these determinants cannot be recovered. Furthermore, if the failed process sent a message during any of the state intervals that cannot be recovered, the receiver of the message becomes an orphan process and must roll back to undo the effects of receiving the message.

Optimistic logging protocols do not implement the \textit{always-no-orphans} condition. The protocols allow the temporary creation of orphan processes which
are eventually eliminated. The *always-no-orphans* condition holds after the recovery is complete. This is achieved by rolling back orphan processes until their states do not depend on any message whose determinant has been lost. Consider the example shown in Figure 13.9. Suppose process \( P_2 \) fails before the determinant for \( m_5 \) is logged to the stable storage. Process \( P_1 \) then becomes an orphan process and must roll back to undo the effects of receiving the orphan message \( m_6 \). The rollback of \( P_1 \) further forces \( P_0 \) to roll back to undo the effects of receiving message \( m_7 \).

To perform rollbacks correctly, optimistic logging protocols track causal dependencies during failure free execution. Upon a failure, the dependency information is used to calculate and recover the latest global state of the pre-failure execution in which no process is in an orphan. Optimistic logging protocols require a non-trivial garbage collection scheme. Also note that pessimistic protocols need only keep the most recent checkpoint of each process, whereas optimistic protocols may need to keep multiple checkpoints for each process.

Since determinants are logged asynchronously, output commit in optimistic logging protocols requires a guarantee that no failure scenario can revoke the output. For example, if process \( P_0 \) needs to commit output at state \( X \), it must log messages \( m_4 \) and \( m_7 \) to the stable storage and ask \( P_2 \) to log \( m_2 \) and \( m_5 \). In this case, if any process fails, the computation can be reconstructed up to state \( X \).

### 13.5.4 Causal logging

Causal logging combines the advantages of both pessimistic and optimistic logging at the expense of a more complex recovery protocol [13]. Like optimistic logging, it does not require synchronous access to the stable storage except during output commit. Like pessimistic logging, it allows each process to commit output independently and never creates orphans, thus isolating processes from the effects of failures at other processes. Moreover, causal logging limits the rollback of any failed process to the most recent checkpoint on the stable storage, thus minimizing the storage overhead and the amount of lost work.
Causal logging protocols make sure that the *always-no-orphans property* holds by ensuring that the determinant of each non-deterministic event that causally precedes the state of a process is either stable or it is available locally to that process. Consider the example in Figure 13.10. Messages \( m_5 \) and \( m_6 \) are likely to be lost on the failures of \( P_1 \) and \( P_2 \) at the indicated instants. Process \( P_0 \) at state X will have logged the determinants of the non-deterministic events that causally precede its state according to Lamport’s *happened-before* relation. These events consist of the delivery of messages \( m_0, m_1, m_2, m_3, \) and \( m_4 \). The determinant of each of these non-deterministic events is either logged on the stable storage or is available in the volatile log of process \( P_0 \). The determinant of each of these events contains the order in which its original receiver delivered the corresponding message. The message sender, as in sender-based message logging, logs the message content. Thus, process \( P_0 \) will be able to “guide” the recovery of \( P_1 \) and \( P_2 \) since it knows the order in which \( P_1 \) should replay messages \( m_1 \) and \( m_3 \) to reach the state from which \( P_1 \) sent message \( m_4 \). Similarly, \( P_0 \) has the order in which \( P_2 \) should replay message \( m_2 \) to be consistent with both \( P_0 \) and \( P_1 \). The content of these messages is obtained from the sender log of \( P_0 \) or regenerated deterministically during the recovery of \( P_1 \) and \( P_2 \). Note that information about messages \( m_5 \) and \( m_6 \) is lost due to failures. These messages may be resent after recovery possibly in a different order. However, since they did not causally affect the surviving process or the outside world, the resulting state is consistent.

Each process maintains information about all the events that have causally affected its state. This information protects it from the failures of other processes and also allows the process to make its state recoverable by simply logging the information available locally. Thus, a process does not need to run a multi-host protocol to commit output. It can commit output independently.
Koo and Toueg’s \cite{22} coordinated checkpointing and recovery technique takes a consistent set of checkpoints and avoids the domino effect and livelock problems during the recovery. Processes coordinate their local checkpointing actions such that the set of all checkpoints in the system is consistent \cite{9}.

### 13.6.1 The checkpointing algorithm

The checkpoint algorithm makes the following assumptions about the distributed system: processes communicate by exchanging messages through communication channels. Communication channels are FIFO. It is assumed that end-to-end protocols (such as the sliding window protocol) exist to cope with message loss due to rollback recovery and communication failure. Communication failures do not partition the network.

The checkpoint algorithm takes two kinds of checkpoints on the stable storage: permanent and tentative. A permanent checkpoint is a local checkpoint at a process and is a part of a consistent global checkpoint. A tentative checkpoint is a temporary checkpoint that is made a permanent checkpoint on the successful termination of the checkpoint algorithm. In case of a failure, processes roll back only to their permanent checkpoints for recovery.

The checkpointing algorithm assumes that a single process invokes the algorithm at any time to take permanent checkpoints. The algorithm also assumes that no process fails during the execution of the algorithm.

The algorithm consists of two phases.

**First phase**

An initiating process $P_i$ takes a tentative checkpoint and requests all other processes to take tentative checkpoints. Each process informs $P_i$ whether it succeeded in taking a tentative checkpoint. A process says “no” to a request if it fails to take a tentative checkpoint, which could be due to several reasons, depending upon the underlying application. If $P_i$ learns that all the processes have successfully taken tentative checkpoints, $P_i$ decides that all tentative checkpoints should be made permanent; otherwise, $P_i$ decides that all the tentative checkpoints should be discarded.

**Second phase**

$P_i$ informs all the processes of the decision it reached at the end of the first phase. A process, on receiving the message from $P_i$, will act accordingly. Therefore, either all or none of the processes advance the checkpoint by taking permanent checkpoints.

The algorithm requires that after a process has taken a tentative checkpoint, it cannot send messages related to the underlying computation until it is informed of $P_i$’s decision.
Correctness
A set of permanent checkpoints taken by this algorithm is consistent because of the following two reasons: first, either all or none of the processes take permanent checkpoints; second, no process sends a message after taking a tentative checkpoint until the receipt of the initiating process’s decision, as by then all processes would have taken checkpoints. Thus, a situation will not arise where there is a record of a message being received but there is no record of sending it. Thus, a set of checkpoints taken will always be inconsistent.

An optimization
Note that the above protocol may cause a process to take a checkpoint even when it is not necessary for consistency. Since taking a checkpoint is an expensive operation, we would like to avoid taking checkpoints if it is not necessary.

Consider the example shown in Figure 13.11. The set \{x_1, y_1, z_1\} is a consistent set of checkpoints. Suppose process X decides to initiate the checkpointing algorithm after receiving message m. It takes a tentative checkpoint \textit{x_2} and sends "take tentative checkpoint" messages to processes Y and Z, causing Y and Z to take checkpoints \textit{y_2} and \textit{z_2}, respectively. Clearly, \{x_2, y_2, z_2\} forms a consistent set of checkpoints. Note, however, that \{x_2, y_2, z_1\} also forms a consistent set of checkpoints. In this example, there is no need for process Z to take checkpoint \textit{z_2} because Z has not sent any message since its last checkpoint. However, process Y must take a checkpoint since it has sent messages since its last checkpoint.

13.6.2 The rollback recovery algorithm
The rollback recovery algorithm restores the system state to a consistent state after a failure. The rollback recovery algorithm assumes that a single process
invokes the algorithm. It also assumes that the checkpoint and the rollback recovery algorithms are not invoked concurrently. The rollback recovery algorithm has two phases.

First phase
An initiating process \( P_i \) sends a message to all other processes to check if they all are willing to restart from their previous checkpoints. A process may reply “no” to a restart request due to any reason (e.g., it is already participating in a checkpoint or recovery process initiated by some other process). If \( P_i \) learns that all processes are willing to restart from their previous checkpoints, \( P_i \) decides that all processes should roll back to their previous checkpoints. Otherwise, \( P_i \) aborts the rollback attempt and it may attempt a recovery at a later time.

Second phase
\( P_i \) propagates its decision to all the processes. On receiving \( P_i \)’s decision, a process acts accordingly.

During the execution of the recovery algorithm, a process cannot send messages related to the underlying computation while it is waiting for \( P_i \)’s decision.

Correctness
All processes restart from an appropriate state because, if they decide to restart, they resume execution from a consistent state (the checkpointing algorithm takes a consistent set of checkpoints).

An optimization
The above recovery protocol causes all processes to roll back irrespective of whether a process needs to roll back or not. Consider the example shown in Figure 13.12. In the event of failure of process \( X \), the above protocol will require processes \( X, Y, \) and \( Z \) to restart from checkpoints \( x_2, y_2, \) and \( z_2, \) respectively. However, note that process \( Z \) need not roll back because there has been no interaction between process \( Z \) and the other two processes since the last checkpoint at \( Z \).

13.7 Juang–Venkatesan algorithm for asynchronous checkpointing and recovery

We now describe the algorithm of Juang and Venkatesan [18] for recovery in a system that employs asynchronous checkpointing.
13.7.1 System model and assumptions

The algorithm makes the following assumptions about the underlying system: the communication channels are reliable, deliver the messages in FIFO order, and have infinite buffers. The message transmission delay is arbitrary, but finite. The processors directly connected to a processor via communication channels are called its neighbors.

The underlying computation or application is assumed to be event-driven: a processor $P$ waits until a message $m$ is received, it processes the message $m$, changes its state from $s$ to $s'$, and sends zero or more messages to some of its neighbors. Then the processor remains idle until the receipt of the next message. The new state $s'$ and the contents of messages sent to its neighbors depend on state $s$ and the contents of message $m$. The events at a processor are identified by unique monotonically increasing numbers, $e_{x0}, e_{x1}, e_{x2}, \ldots$ (see Figure 13.13).

To facilitate recovery after a process failure and restore the system to a consistent state, two types of log storage are maintained, volatile log and stable log. Accessing the volatile log takes less time than accessing the stable log.
log, but the contents of the volatile log are lost if the corresponding processor fails. The contents of the volatile log are periodically flushed to the stable storage.

13.7.2 Asynchronous checkpointing

After executing an event, a processor records a triplet \( \{ s, m, msgs\_sent \} \) in its volatile storage, where \( s \) is the state of the processor before the event, \( m \) is the message (including the identity of the sender of \( m \), denoted as \( m\_sender \)) whose arrival caused the event, and \( msgs\_sent \) is the set of messages that were sent by the processor during the event. Therefore, a local checkpoint at a processor consists of the record of an event occurring at the processor and it is taken without any synchronization with other processors. Periodically, a processor independently saves the contents of the volatile log in the stable storage and clears the volatile log. This operation is equivalent to taking a local checkpoint.

13.7.3 The recovery algorithm

**Notation and data structure**

The following notation and data structure are used by the algorithm:

- \( RCVD_{i \rightarrow j}(CkPt_i) \) represents the number of messages received by processor \( p_i \) from processor \( p_j \), from the beginning of the computation until the checkpoint \( CkPt_i \).
- \( SENT_{i \rightarrow j}(CkPt_i) \) represents the number of messages sent by processor \( p_i \) to processor \( p_j \), from the beginning of the computation until the checkpoint \( CkPt_i \).

**Basic idea**

Since the algorithm is based on asynchronous checkpointing, the main issue in the recovery is to find a consistent set of checkpoints to which the system can be restored. The recovery algorithm achieves this by making each processor keep track of both the number of messages it has sent to other processors as well as the number of messages it has received from other processors. Recovery may involve several iterations of roll backs by processors. Whenever a processor rolls back, it is necessary for all other processors to find out if any message sent by the rolled back processor has become an orphan message. Orphan messages are discovered by comparing the number of messages sent to and received from neighboring processors. For example, if \( RCVD_{i \rightarrow j}(CkPt_i) > SENT_{j \rightarrow i}(CkPt_j) \) (that is, the number of messages received by processor \( p_i \) from processor \( p_j \) is greater than the number of messages sent by processor \( p_j \) to processor \( p_i \), according to the current states of the processors), then one or more messages at processor \( p_j \) are orphan messages. In this case, processor
Consider an example shown in Figure 13.13. Suppose processor $Y$ crashes at the point indicated and rolls back to a state corresponding to checkpoint $e_{y1}$. According to this state, $Y$ has sent only one message to $X$; however, according to $X$’s current state ($e_{x2}$), $X$ has received two messages from $Y$. Therefore, $X$ must roll back to a state preceding $e_{x2}$ to be consistent with $Y$’s state. We note that if $X$ rolls back to checkpoint $e_{x1}$, then it will be consistent with $Y$’s state, $e_{y1}$. Likewise, processor $Z$ must roll back to checkpoint $e_{z1}$ to be consistent with $Y$’s state, $e_{y1}$. Note that similarly processors $X$ and $Z$ will have to resolve any such mutual inconsistencies (provided they are neighbors).

**Description of the algorithm**

When a processor restarts after a failure, it broadcasts a *ROLLBACK* message that it has failed. The recovery algorithm at a processor is initiated when it restarts after a failure or when it learns of a failure at another processor. Because of the broadcast of *ROLLBACK* messages, the recovery algorithm is initiated at all processors. The algorithm is shown in Algorithm 13.1.

The rollback starts at the failed processor and slowly diffuses into the entire system through *ROLLBACK* messages. Note that the procedure has $|N|$ iterations. During the $k$th iteration ($k \neq 1$), a processor $p_i$ does the following: (i) based on the state $C_kP_{t_i}$ it was rolled back in the ($k-1$)th iteration, it computes $SENT_{i \rightarrow j}(C_kP_{t_i})$ for each neighbor $p_j$ and sends this value in a *ROLLBACK* message to that neighbor; and (ii) $p_i$ waits for and processes *ROLLBACK* messages that it receives from its neighbors in $k$th iteration and determines a new recovery point $C_kP_{t_i}$ for $p_i$ based on information in these messages. At the end of each iteration, at least one processor will rollback to its final recovery point, unless the current recovery points are already consistent.

**Example**  Consider an example shown in Figure 13.14 consisting of three processors. Suppose processor $Y$ fails and restarts. If event $e_{y2}$ is the latest checkpointed event at $Y$, then $Y$ will restart from the state corresponding to $e_{y2}$. Because of the broadcast nature of *ROLLBACK* messages, the recovery algorithm is also initiated at processors $X$ and $Z$. Initially, $X$, $Y$, and $Z$ set $CkP_{t_X} \leftarrow e_{x3}$, $CkP_{t_Y} \leftarrow e_{y2}$ and $CkP_{t_Z} \leftarrow e_{z2}$, respectively, and $X$, $Y$, and $Z$ send the following messages during the first iteration: $Y$ sends $ROLLBACK(Y, 2)$ to $X$ and $ROLLBACK(Y, 1)$ to $Z$; $X$ sends $ROLLBACK(X, 2)$ to $Y$ and $ROLLBACK(X, 0)$ to $Z$; and $Z$ sends $ROLLBACK(Z, 0)$ to $X$ and $ROLLBACK(Z, 1)$ to $Y$.

1 Such a broadcast can be done using only $O(|E|)$ messages where $|E|$ is the total number of communication links.
Procedure RollBack_Recovery: processor $p_i$ executes the following:

STEP (a)
if processor $p_i$ is recovering after a failure then

$CkPt_i :=$ latest event logged in the stable storage

else

$CkPt_i :=$ latest event that took place in $p_i$ {The latest event at $p_i$ can be either in stable or in volatile storage.}

end if

STEP (b)
for $k = 1$ to $N$ { $N$ is the number of processors in the system} do

for each neighboring processor $p_j$ do

compute $SENT_{i\rightarrow j}(CkPt_i)$

send a $ROLLBACK(i, SENT_{i\rightarrow j}(CkPt_i))$ message to $p_j$

end for

for every $ROLLBACK(j, c)$ message received from a neighbor $j$ do

if $RCVD_{i\rightarrow j}(CkPt_i) > c$ {Implies the presence of orphan messages} then

find the latest event $e$ such that $RCVD_{i\rightarrow j}(e) = c$ {Such an event $e$ may be in the volatile storage or stable storage.}

$CkPt_i := e$

end if

end for

end for{for $k$}

Algorithm 13.1 Juang–Venkatesan algorithm

Since $RCVD_{X\rightarrow Y}(CkPt_X) = 3 > 2$ (2 is the value received in the $ROLLBACK(Y, 2)$ message from $Y$), $X$ will set $CkPt_X$ to $e_{x2}$ satisfying $RCVD_{X\rightarrow Y}(e_{x2}) = 2 \leq 2$. Since $RCVD_{Z\rightarrow Y}(CkPt_Z) = 2 > 1$, $Z$ will set $CkPt_Z$ to $e_{z1}$ satisfying $RCVD_{Z\rightarrow Y}(e_{z1}) = 1 \leq 1$. At $Y$, $RCVD_{Y\rightarrow X}(CkPt_Y) = 1 < 2$.

Figure 13.14 An example of the Juan–Venkatesan algorithm.
and \( RCVD_{Y \rightarrow Z}(CkPt_y) = 1 = SENT_{Z \rightarrow Y}(CkPt_z) \). Hence, \( Y \) need not roll back further. In the second iteration, \( Y \) sends \( ROLLBACK(Y, 2) \) to \( X \) and \( ROLLBACK(Y, 1) \) to \( Z \); \( Z \) sends \( ROLLBACK(Z, 1) \) to \( Y \) and \( ROLLBACK(Z, 0) \) to \( X \); \( X \) sends \( ROLLBACK(X, 0) \) to \( Z \) and \( ROLLBACK(X, 1) \) to \( Y \). Note that if \( Y \) rolls back beyond \( e_{y3} \) and loses the message from \( X \) that caused \( e_{y3} \), \( X \) can resend this message to \( Y \) because \( e_{x3} \) is logged at \( X \) and this message is available in the log. The second and third iteration will progress in the same manner. Note that the set of recovery points chosen at the end of the first iteration, \( \{e_{x2}, e_{y2}, e_{x1}\} \), is consistent, and no further rollback occurs.

### 13.8 Manivannan–Singhal quasi-synchronous checkpointing algorithm

When processes independently take their local checkpoints, there is a possibility that some local checkpoints can never be included in any consistent global checkpoint. (Recall that such local checkpoints are called the useless checkpoints.) In the worst case, no consistent checkpoint can ever be formed.

The Manivannan–Singhal quasi-synchronous checkpointing algorithm [25] improves the performance by eliminating useless checkpoints. The algorithm is based on communication-induced checkpointing, where each process takes basic checkpoints asynchronously and independently, and in addition, to prevent useless checkpoints, processes take forced checkpoints upon the reception of messages with a control variable.

The Manivannan–Singhal quasi-synchronous checkpointing algorithm combines coordinated and uncoordinated checkpointing approaches to get the best of both:

- It allows processes to take checkpoints asynchronously.
- It uses communication-induced checkpointing to eliminate the “useless” checkpoints.
- Since every checkpoint lies on consistent checkpoint, determination of the recovery line during a rollback is simple and fast.

Each checkpoint at a process is assigned a unique sequence number. The sequence numbers assigned to basic checkpoints are picked from the local counters, which are incremented periodically.

When a process \( P_i \) sends a message, it appends the sequence number of its latest checkpoint to the message. When a process \( P_j \) receives a message, if the sequence number received in the message is greater than the sequence number of the latest checkpoint of \( P_j \), then, before processing the message, \( P_j \) takes a (forced) checkpoint and assigns the sequence number received in the message as the sequence number of the checkpoint taken. When it is time for a process to take a basic checkpoint, it skips taking a basic checkpoint if its latest checkpoint has a sequence number greater than or equal to the
current value of its counter. This strategy helps to reduce the checkpointing overhead, i.e., the number of checkpoints taken. An alternative approach to reduce the number of checkpoints is to allow a process to delay processing a received message until the sequence number of its latest checkpoint is greater than or equal to the sequence number received in the message.

### 13.8.1 Checkpointing algorithm

Now, we present the quasi-synchronous checkpointing algorithm formally (Algorithm 13.2). The variable $\text{next}_i$ of process $P_i$ represents its local counter. It keeps track of the current number of checkpoint intervals at process $P_i$. The value of the variable $sn_i$ represents the sequence number of the latest checkpoint of $P_i$ at any time. So, whenever a new checkpoint is taken, the checkpoint is assigned a sequence number and $sn_i$ is updated accordingly. $C.sn$ denotes the sequence number assigned to checkpoint $C$ and $M.sn$ denotes the sequence number piggybacked to message $M$.

#### Properties

When processes take checkpoints in this manner, checkpoints satisfy the following interesting properties ($C_i/k$ denotes a checkpoint with sequence number $k$ at process $P_i$):

1. Checkpoint $C_{i,m}$ of process $P_i$ is concurrent with checkpoints $C_{s,m}$ of all other processes. For example, in Figure 13.15, checkpoint $C_{2,3}$ is concurrent with checkpoints $C_{1,3}$ and $C_{3,3}$.

2. Checkpoints $C_{s,m}$ of all processes form a consistent global checkpoint. For example, in Figure 13.15, checkpoints $\{C_{1,4}, C_{2,4}, C_{3,4}\}$ form a consistent global checkpoint. An interesting application of this result is that if process $P_3$ crashes and restarts from checkpoint $C_{3,5}$ (in Figure 13.15), then $P_1$ will need to take a checkpoint $C_{1,5}$ (without rolling back) and the set of checkpoints $\{C_{1,5}, C_{2,5}, C_{3,5}\}$ will form a consistent global checkpoint. Since there may be gaps in the sequence numbers assigned to checkpoints at a process, we have the following result:

3. The checkpoint $C_{i,m}$ of process $P_i$ is concurrent with the earliest checkpoint $C_{j,n}$ at process $P_j$ such that $m \leq n$. For example, in Figure 13.15, checkpoints $\{C_{1,3}, C_{2,2}, C_{3,2}\}$ form a consistent global checkpoint.

The following corollary gives a sufficient condition for a set of local checkpoints to be a part of a global checkpoint.

**Corollary 13.1** Let $S = \{C_{i_1,m_{i_1}}, C_{i_2,m_{i_2}}, \ldots, C_{i_k,m_{i_k}}\}$ be a set of local checkpoints from distinct processes. Let $m = \min\{m_{i_1}, m_{i_2}, \ldots, m_{i_k}\}$. Then, $S$ can be extended to a global checkpoint if $\forall l \ (1 \leq l \leq k)$, $C_{i_l,m_l}$ is the earliest checkpoint of $P_{i_l}$ such that $m_l \geq m$.

The following corollary gives a sufficient condition for a global checkpoint to be consistent.
Data Structures at Process \( P_i \):

\[
\begin{align*}
{sn}_i & := 0; & \quad & \text{(Sequence number of the current checkpoint, initialized to 0. This is updated every time a new checkpoint is taken.)} \\
next_i & := 1; & \quad & \text{(Sequence number to be assigned to the next basic checkpoint; initialized to 1.)}
\end{align*}
\]

When it is time for process \( P_i \) to increment \( \text{next}_i \):

\[
\text{next}_i := \text{next}_i + 1;
\]

\{ \( \text{next}_i \) is incremented at periodic time intervals of \( X \) time units \}

When process \( P_i \) sends a message \( M \):

\[
\begin{align*}
M.{sn} & := {sn}_i; & \quad & \text{(sequence number of the current checkpoint is appended to \( M \))}
\end{align*}
\]

send \( (M) \);

Process \( P_j \) receives a message from process \( P_i \):

\[
\begin{align*}
\text{if } {sn}_j & < M.{sn} & \quad & \text{(if sequence number of the current checkpoint is less than checkpoint number received in the message, then take a new checkpoint before processing the message)} \\
\text{Take checkpoint } C; & \quad & \text{(i.e., if it already took a forced checkpoint with sequence number } \geq \text{ next}_i) \\
C.{sn} & := M.{sn}; & \quad & \text{Process the message.}
\end{align*}
\]

When it is time for process \( P_i \) to take a basic checkpoint:

\[
\begin{align*}
\text{if } \text{next}_i & > {sn}_i & \quad & \text{(skips taking a basic checkpoint if } \text{next}_i \leq {sn}_i) \\
\text{Take checkpoint } C; & \quad & \text{(i.e., if it already took a forced checkpoint with sequence number } \geq \text{ next}_i) \\
{sn}_i & := \text{next}_i; & \quad & \text{Process the message.}
\end{align*}
\]

Algorithm 13.2 Manivannan–Singhal quasi-synchronous checkpointing algorithm [25].

Corollary 13.2 Let \( S = \{C_{1,m_1}, C_{2,m_2}, \ldots, C_{N,m_N}\} \) be a set of local checkpoints one for each process. Let \( m = \min\{m_1, m_2, \ldots, m_N\} \). Then, \( S \) is a global checkpoint if \( \forall i \ (1 \leq i \leq N), C_{i,m_i} \) is the earliest checkpoint of \( P_i \) such that \( m_i \geq m \).

These properties have a strong implication on the failure recovery. The task of finding a consistent global checkpoint after a failure is considerably simplified. If the failed process rolls back to a checkpoint with sequence number \( m \), then all other processes simply need to roll back to the earliest local checkpoint \( C_{e,n} \) such that \( m \leq n \).

Example We illustrate the basic idea behind the checkpoints algorithm using an example.
Consider a system consisting of three processes $P_1$, $P_2$, and $P_3$ shown in Figure 13.15. The basic checkpoints are shown in the figure as “[ ]” and forced checkpoints are shown as “[ ]∗”. The sequence numbers assigned to checkpoints are also shown in the figure. Each process $P_i$ increments its variable $next_i$ every $x$ time units. Process $P_3$ takes a basic checkpoint every $x$ time units, $P_2$ takes a basic checkpoint every $2x$ time units, and $P_1$ takes a basic checkpoint every $3x$ time units. Message $M_0$ forces $P_3$ to take a forced checkpoint with sequence number 2 before processing message $M_0$. As a result $P_3$ skips taking a basic checkpoint with sequence number 2. Message $M_1$ forces process $P_2$ to take a forced checkpoint with sequence number 3 before processing $M_1$ because $M_{1,sn} > sn_2$ while receiving the message. Similarly message $M_2$ forces $P_1$ to take a checkpoint before processing the message and $M_4$ forces $P_2$ to take a checkpoint before processing the message. However, $M_3$ does not force process $P_3$ to take a checkpoint before processing it. Note that there may be gaps in the sequence numbers assigned to checkpoints at a process.

13.8.2 Recovery algorithm

The recovery process is asynchronous; that is, when a process fails, it just rolls back to its latest checkpoint and broadcasts a rollback request message to every other process and continues its processing without waiting for any reply message from them. The recovery is based on the assumption that if a process $P_i$ fails, then no other process fails until the system is restored to a consistent state. In addition to the variables defined in the checkpoint algorithm, the processes also maintain two other variables: $inc_i$ and $rec\_line_i$. The $inc_i$ is the incarnation number for process $P_i$. It is incremented every time a process fails and restarts from its latest checkpoint. The $rec\_line_i$ is the recovery line number. These variables are stored in the stable storage, so that they are made available for recovery. Initially, $\forall i, inc_i = 0$ and $rec\_line_i = 0$. With each message $M$, the current values of the three variables $inc_i$, $sn_i$, and $rec\_line_i$ are piggybacked. The values of these variable piggybacked to $M$ is denoted by $M_{inc_i}$, $M_{sn_i}$, and $M_{rec\_line_i}$, respectively. $C_{sn}$ denotes the sequence number of checkpoint $C$. We present the basic recovery algorithm formally in Algorithm 13.3.

An explanation

When process $P_i$ fails, it rolls back to its latest checkpoint and broadcasts a rollback$(inc_i, rec\_line_i)$ message to all other processes and continues its normal execution. Upon receiving this rollback message, a process $P_j$ rolls back to its earliest checkpoint whose sequence number $\geq rec\_line_i$, and continues normal execution. If process $P_j$ does not have such a checkpoint, it takes a checkpoint with the sequence number equal to $rec\_line_i$, and continues
Data structures at process $P_i$:
integer $sn_i = 0$;  
integer $next_i = 1$;  
integer $inc_i = 0$;  
integer $rec\_line_i = 0$;  

Checkpointing algorithm:
When it is time for process $P_i$ to increment $next_i$,  
$next_i := next_i + 1$;  

When it is time for process $P_i$ to take a basic checkpoint
If ($next_i > sn_i$) {
    Take checkpoint $C$;  
    $C_{sn} := next_i$;  
    $sn_i := C_{sn}$;
}

When process $P_i$ sends a message $M$:
$M_{sn} := sn_i$;  
$M_{rec\_line} := rec\_line_i$;  
$M_{inc} := inc_i$;  
send($M$);

When process $P_j$ receives a message $M$:
if ($M_{inc} > inc_j$) {
    $rec\_line_j := M_{rec\_line}$;  
    $inc_j := M_{inc}$;  
    Roll\_Back($P_j$);
}

if ($M_{sn} > sn_j$) {
    Take checkpoint $C$;  
    $C_{sn} := M_{sn}$;  
    $sn_j := C_{sn}$;
}

Process the message;

Basic recovery algorithm (BRA):
Recovery initiated by process $P_i$ after failure:
    Restore the latest checkpoint;
    $inc_i := inc_i + 1$;  
    $rec\_line_i := sn_i$;  
    send rollback($inc_i$, $rec\_line_i$) to all other processes;  
    resume normal execution;

Process $P_j$ upon receiving Roll\_Back($inc_i$, $rec\_line_i$) from $P_i$:
if ($inc_i > inc_j$) {

\[
\text{inc}_j := \text{inc}_i;
\]
\[
\text{rec\_line}_j := \text{rec\_line}_i;
\]
\[
\text{Roll\_Back}(P_j);
\]
continue as normal;
\}
else
\text{Ignore the rollback message;}

\text{Procedure } \text{Roll\_Back}(P_j):
\text{If } (\text{rec\_line}_j > \text{sn}_j) \{ \\
\text{Take checkpoint } C; \\
C_{sn} := \text{rec\_line}_j; \\
\text{sn}_j := C_{sn}; \\
\}
\text{else } \\
\{ \\
\text{Find the earliest checkpoint } C \text{ with } C_{sn} \geq \text{rec\_line}_j; \\
\text{sn}_j := C_{sn}; \\
\text{Restore checkpoint } C; \\
\text{Delete all checkpoints after } C; \\
\}

\text{Algorithm 13.3} \text{ Manivannan–Singhal quasi-synchronous recovery algorithm} \ [25].

normally. Due to message delays, the broadcast message might be delayed and a process \( P_j \) may come to know about a rollback indirectly through some other process that has already seen the rollback message. Since every message is piggybacked with \( M_{\text{inc}}, M_{sn}, \) and \( M_{\text{rec\_line}} \), the indirect application message that \( P_j \) receives indicates a rollback incarnation by some other process. If process \( P_i \) receives such a message \( M \), and \( M_{\text{inc}} > \text{inc}_j \), then \( P_j \) infers that some failed process had initiated a rollback with incarnation number \( M_{\text{inc}} \) and \( P_j \) rolls back to its earliest checkpoint whose sequence number \( \geq M_{\text{rec\_line}} \); if \( P_j \) later receives a rollback message corresponding to this incarnation, it ignores it. Thus, after knowing directly or indirectly about the failure of a process \( P_i \), all other processes rollback to their earliest checkpoint whose sequence number is greater than equal to \( \text{rec\_line}_i \). If any process does not have such a checkpoint, it takes a checkpoint and adds it to the \( \text{rec\_line} \) and proceeds normally. Note that not all processes need to perform a rollback to its earliest checkpoint.

\textbf{Example} \text{ We illustrate the basic recovery using the example in Figure 13.15.} Suppose process \( P_3 \) fails at the instant shown. When \( P_3 \) recovers, it increments \( \text{inc}_3 \) to 1, sets \( \text{rec\_line}_3 \) to \( \text{sn}_3 \) (= 5), rolls back to its latest checkpoint \( C_{3,5} \) and sends a \textit{rollback}(1, 5) message to all other processes. Upon receiving
this message, \( P_2 \) will rollback to checkpoint \( C_{2,5} \) since \( C_{2,5} \) is the earliest checkpoint at \( P_2 \) with sequence number \( \geq 5 \). However, since \( P_1 \) does not have a checkpoint with sequence number greater than or equal to 5, it takes a local checkpoint and assigns 5 as its sequence number. Thus, \( \{ C_{1,5}, C_{2,5}, C_{3,5} \} \) is the recovery line corresponding this failure.

Thus, the recovery is simple. The failed process (on recovering from the failure) rolls back to its latest checkpoint and requests other processes to rollback to a consistent checkpoint which they can easily determine solely based on the local information. There is no domino effect and the recovery is fast and efficient.

In this example, we find that the sequence number of all checkpoints in the recovery line is the same, but it need not always be the case.

### 13.8.3 Comprehensive message handling

Rollback to a recovery line that is consistent may result in lost, delayed, orphan, or even duplicated messages. Existence of these types of message may lead the system to an inconsistent state. Next, we discuss on how to modify the BRA to handle these messages.

**Handling the replay of messages**

Not all messages stored in the stable storage need to be replayed. The BRA has to be modified so that it can decide which messages need to be replayed. In Figure 13.16, if we assume that process \( P_1 \) fails at the point marked X and initiates a recovery with a new incarnation. After failure it rolls back to its latest checkpoint, \( C_{1,10} \), then increments the incarnation \( inc_1 \) to 1 and sets the \( rec\_line_1 \) to 10, and sends a \( rollback(1, 10) \) message to all other processes. Upon receiving the rollback message from \( P_1 \), process \( P_2 \) rolls back to its checkpoint \( C_{2,12} \). Consequently, all other processes roll back to an appropriate checkpoint following the BRA approach. After all the processes have rolled back to a set of consistent checkpoints, these checkpoints form a recovery
Figure 13.16 Handling of messages during the recovery [25].

Message replay rule: After a process \( P_j \) rolls back to checkpoint \( C \), it replays a message \( M \) only if it was received after \( C \) and if \( M/\text{periodor}\text{s}n < \text{recovery line number} \).

Handling of received messages

This section discusses how a process handles received messages. Suppose process \( P_j \) receives a message \( M \) from process \( P_i \). At the time of receiving the message, if \( P_j \) is replaying messages from the message log, then \( P_j \) will buffer the message \( M \) and will process it only after it finishes with the replaying of messages from the message log. If \( P_j \) does not do this then the following three cases may occur.
Case 1: *M* is a delayed message
A delayed message with respect to a recovery line carries an incarnation number less than the incarnation number of the receiving process. The process *P_i* that sent such a message *M* was not aware of the recovery process at the time of sending of *M*. Therefore, the piggybacked incarnation number of *P_i* is less than the latest incarnation number of *P_j*, the receiving process. In such a situation, if *M_{sn} < rec_line_j*, then *M* is first logged in the message log and then processed; otherwise, it is discarded because *P_i* will eventually rollback and resend the message. In the figure, *M_4* is logged and then processed by *P_2* so that *P_2* might have to replay *M_4* due to a failure that may occur later, whereas *M_5* is discarded by *P_2*. *P_2* discards *M_5* because *M_{sn} > rec_line_2* (11 > 10) and *M_{inc} (= 0)* is less than *inc_2 (= 1)*. Therefore, we have the following rule for handling delayed messages:

*Rule for determining and handling delayed messages*: A delayed message *M* received by process *P_j* has *M_{inc} < inc_j*. Such a delayed message is processed by process *P_j* only if *M_{sn} < rec_line_j*; otherwise, it is discarded.

Case 2: *M* was sent in the current incarnation
Suppose *P_j* receives a message *M* such that *inc_j = M_{inc}*. In this case, if *M_{sn} < sn_j*, then *P_j* must log *M* before processing it. This is done because *P_j* might need to replay *M* due to a future failure. For example, in Figure 13.16, message *M_7* is sent by process *P_1* to process *P_2* after *P_1*’s recovery and after *P_2*’s rollback during the same incarnation. In this case, *M_{inc} = inc_2 = 1* and *M_{sn} (= 10) < sn_2 (= 12)*, and *M_7* must be logged before being processed because *P_2* might have to roll back to checkpoint *C_2_12* in case of a failure. In that case, *P_2* will need to replay message *M_7*. Therefore, the rule for message logging in this case is stated as follows:

*Message logging rule*: A message received by process *P_j* is logged into the message log if *M_{inc} < inc_j* and *M_{sn} < rec_line_j* or *M_{inc} = inc_j* and *M_{sn} < sn_j*.

Case 3: Message *M* was sent in a future incarnation
In this case, *M_{inc} > inc_j* and *P_j* handles it as follows: *P_j* sets *rec_line_j* to *M_{rec_line}* and *inc_j* to *M_{inc}*, and then rolls back to the earliest checkpoint with sequence number ≥ *rec_line_j*. After the roll back, message *M* is handled as in case 2, because *M_{inc} = inc_j*.

Features
The Manivannan–Singhal quasi-synchronous checkpointing algorithm has several interesting features:

- Communication-induced checkpointing intelligently guides the checkpointing activities to eliminates “useless” checkpoints. Thus, every checkpoint lies on consistent checkpoint.
- There is no extra message overhead involved in checkpointing. Only a scalar is piggybacked on application messages.
- It ensures the existence of a recovery line consistent with the latest check-
  point of any process all the time. This helps bound the depth of rollback
during a rollback recovery.
- A failed process rolls back to its latest checkpoint and requests other
  processes to rollback to a consistent checkpoint (no domino-effect).
- Helps in garbage collection. After a process has established a recovery
  line, all checkpoints preceding the line can be deleted.
- The algorithm achieves the best of the both worlds:
  - it has easeness and low overhead of uncoordinated checkpointing;
  - it has recovery time advantages of coordinated checkpointing.

13.9 Peterson–Kearns algorithm based on vector time

The Peterson–Kearns [28] checkpointing and recovery protocol is based on
the optimistic rollback. Vector time is used to capture causality to identify
events and messages that become orphans when a failed process rolls back.

13.9.1 System model

We assume that there are \( N \) processors in the system, which are logically
configured as a ring. Each processor knows its successor on the ring and
this knowledge is stored in its stable storage since it is critical that it be
recoverable after a failure. We assume a single process is executing on each
processor. These \( N \) processes are denoted as \( P_0, P_1, P_2, \ldots P_{N-1} \). We assume
that \( P_{(i+1)} \mod N \) is the successor of \( P_i \) for \( 0 \leq i < N \).

Each process \( P_i \) has a vector clock \( V_i[j], 0 \leq j \leq N - 1 \). \( V_i(e) \) denotes
the clock value of an event \( e_i \) which occurred at \( P_i \). The \( i \)th component of
the vector is incremented before each event at process \( P_i \) and the current
timestamp vector is sent on each message to update the receiving process’s
clock. \( V_i(p_i) \) denotes the current vector clock time of process \( P_i \) and \( e_i \) denotes
the most recent event in \( P_i \). Thus \( V_i(p_i) = V_i(e) \). Each send and receive
event increments the vector time. The processes take periodic checkpoints
of process state and also maintain a message log on the stable storage. The
receipt of incoming messages is also logged periodically. The current vector
clock value is considered a part of the process state and is logged to the stable
storage when a checkpoint is taken.

Notation

The following notation is used to explain the algorithm:

- \( e_i^j \): The \( i \)th event on \( P_j \). We use \( e' \) and \( e'' \) to refer to generic events of \( P_j \).
- \( s \): A send event of the underlying computation.
- \( \sigma(s) \): The process where send event \( s \) occurs.
13.9 Peterson–Kearns algorithm based on vector time

- $\rho(s)$: The process where the receive event matched with send event $s$ occurs.
- $f^i_j$: The $i$th failure on $P_j$.
- $ck^i_j$: The $i$th state checkpoint on $P_j$. The checkpoint resides on the stable storage.
- $rs^i_j$: The $i$th restart event on $P_j$.
- $rb^i_j$: The $i$th rollback event on $P_j$.
- $\text{LastEvent}(f^i_j) = e'$ iff $e' \rightarrow rs^i_j$.

In a rollback protocol, every process must be contacted at least once to indicate that a failure has occurred and to send it the information necessary for recovery. This process is characterized as a series of one or more polling waves which are typified by the arrival of a polling message which transmits information necessary for rollback and a response by the polled process. We define two new event types:

- $C_{i,k}(m)$: The arrival of the final polling wave message for rollback from failure $f^m_i$ at process $P_k$.
- $w_{i,k}(m)$: The response to this final polling wave by $P_k$. If no response is required, $w_{i,k}(m) = C_{i,k}(m)$.

The final polling wave for recovery from failure $f^m_i$ is defined as:

$$PW_i(m) = \bigcup_{k=0}^{N-1} w_{i,k}(m) \cup \bigcup_{k=0}^{N-1} C_{i,k}(m).$$

13.9.2 Informal description of the algorithm

When a process $P_i$ restarts after failure $f^m_i$, it retrieves its latest checkpoint, including its vector clock value $V_i(Latest.ck(f^m_i))$, from the stable storage and rolls back to it. The message log is replayed until it is exhausted. Since the vector time of each message is logged with the message, when the messages are replayed, the clock value of the recovering process is appropriately updated. After the logged messages have been replayed, the recovering process executes a restart event, $rs^m_i$, to begin the global rollback protocol, originates a token message containing the vector timestamp of $rs^m_i$ and sends the token to its successor process. The token associated with failure $f^m_i$ and restart event $rs^m_i$ is denoted by $tk(i,m)$. The timestamp of this token is denoted as $tk(i,m).ts$. Process $P_i$ buffers all incoming application messages until the return of the token. When this occurs, $P_i$ resumes normal execution.
The token is circulated through all the processes on the ring. When the token arrives at process \( P_j \), the timestamp in the token is used to determine whether the process \( P_j \) must roll back. If \( tk(i, m)ts < V_j(p_j) \), then an orphan event has occurred at \( P_j \) and \( P_j \) must roll back to an earlier state. This is accomplished by restoring \( P_j \) to the state of \( ck_j' \), where \( ck_j' \) is the latest checkpoint at \( P_j \) for which \( V_j(ck_j') < tk(i, m)ts \), and then replaying logged messages as long as the timestamp of the message is less than \( tk(i, m)ts \).

It is possible that an orphan event in \( P_j \) is the receipt of a message originating in a non-orphaned send event in process \( P_i \). Since the send event corresponding to such a receipt does not causally succeed any lost event in \( P_i \), the recovery of \( P_i \) will not result in the replay of such messages. Therefore, these messages are lost unless some special actions are taken. To make sure that these messages are not lost, \( P_j \) must request their retransmission during the rollback.

During the rollback, \( P_j \) must also retransmit any message that it sent to \( P_i \) that was lost due to failure. Process \( P_j \) can determine whether the messages it had sent have been received by the failed process \( P_i \) by comparing the vector timestamps of the messages to the timestamp in the token. If \( V_j(s)[j] > V_j(rs_i^m(j)) \), where \( s \) is the message that was sent to \( P_i \), then it is possible that the failed process has lost the message and it must be resent. It is also possible that the message is not lost, but is still in transit; thus \( P_i \) must discard any duplicate messages. Because channels are FIFO, \( P_i \) can identify any duplicate message from its timestamp.

After the logged messages have been replayed and retransmissions of the required messages are done, \( P_j \) instigates a rollback event, \( rb^k_j \), to indicate that rollback at it is complete. Vector time is not incremented for this event so \( V_j(rb^k_j) = V_j(e'_j) \), where \( e'_j \) is the last event replayed. Any logged event whose vector time exceeds \( tk(i, m)ts \) is discarded.

If \( tk(i, m)ts \not< V_j(P_j) \) when the token arrives, the state of \( P_j \) is not changed. For consistency, however, a rollback event is instigated to indicate that rollback is complete at \( P_j \) and to allow the token to be propagated.

Note that, after the rollback is complete, \( V_j(P_j) \not< V_j(rs_i^m) \), that is, every event in \( P_j \) either happens before the restart event \( rs_i^m \) or is concurrent to it. The property of vector time that \( e'_i \rightarrow e''_j \) iff \( V_j(e'_i) < V_j(e''_j) \) allows us to make this claim.

The token is propagated from process \( P_i \) to process \( P_{(i+1)modN} \). As the token propagates, it rolls back orphan events at every process. When the token returns to the originating process, the roll back recovery is complete.

**Handling in-transit orphan messages**

It is possible for orphan messages to be in transit during the rollback process. If these messages are received and processed during or after the rollback
procedure, an inconsistent global state will result. To identify these orphan messages and discard them on arrival, it is necessary to include an incarnation number with each message and with the token. \( inc_i \) denotes the current incarnation number of process \( P_i \), and \( Inc(e_i) \) denotes the incarnation number of event \( e_i \). The value returned for an event equals the current incarnation number of the process in which the event occurred. The incarnation number in the token is denoted by \( tk(i, m).inc \).

When \( P_i \) initiates the rollback process, it increments its current incarnation number by one and attaches it to the token. A process receiving the token saves both the vector timestamp of the token and the incarnation number in the stable storage. Because there is no bound on message transmission time, the vector timestamps and associated incarnation numbers that have arrived in the token must be accumulated in a set denoted as \( OrVect_i \). The set \( OrVect_i \) is composed of ordered pairs of token timestamps and incarnation numbers received by process \( P_i \).

When an application message is received by process \( P_i \), the vector timestamp of the message is compared to the vector timestamps stored in \( OrVect_i \). If the vector timestamp of the message is found to be greater than a timestamp in \( OrVect_i \), then the incarnation number of the message is compared to the incarnation number corresponding to the timestamp in \( OrVect_i \). If the message incarnation number is smaller, then the message is discarded. Clearly, this is an orphan message that was in transit during the rollback process. In all other cases, the message is accepted and processed. Upon the receipt of a token, the receiving process sets its incarnation number to that in the token.

### 13.9.3 Formal description of the rollback protocol

The causal rollback protocol is described as set of six rules, CRB1 to CRB6. For each rule, we first present its formal description and then give a verbal explanation of the rule.

#### The rollback protocol

**CRB1** \( w_{i,i}(m) \) occurs iff there exists \( f_i^m, rs_i^m \) such that \( f_i^m \rightarrow rs_i^m \rightarrow w_{i,i}(m) \).

A formerly failed process creates and propagates a token, event \( w_{i,i}(m) \), only after restoring the state from the latest checkpoint and executing the message log from the stable storage.

**CRB2** The occurrence of \( w_{i,i}(m) \) implies that \( tk.(i, m).ts = V_i(rs_i^m) \wedge \)
The restart event increments the incarnation number at the recovering process, and the token carries the vector timestamp of the restart event and the newly incremented incarnation number.

\[ tk.(i, m).inc = Inc(Latest.ck(f^m)) + 1 \land \]
\[ Inc_i = Inc(Latest.ck(f^m)) + 1 \]

A non-failed process will propagate the token only after it has rolled back.

**CRB4** The occurrence of \( w_{i,j}(m) \) implies that
\[ Inc_i = tk(i, m).inc \land (tk(i, m).ts, tk(i, m).inc) \in OrVect_j \]

A non-failed process will propagate the token only after it has incremented its incarnation number and has stored the vector timestamp of the token and the incarnation number of the token in its \( OrVect \) set.

**CRB5** Polling wave \( PW_i(m) \) is complete when \( C_{i,j}(m) \) occurs.

When the process that failed, recovered, and initiated the token, receives its token back, the rollback is complete.

**CRB6** Any message received by event, \( n(s) \), is discarded iff \( \exists m \in OrVect_{(p(s))} \) such that \( Inc(s) < Inc(m) \land V(m) < V(s) \).

Messages that were in transit and which were orphaned by the failure and subsequent restart and recovery must be discarded.

**Example** Consider an example consisting of three processes shown in Figure 13.17. The processes have taken checkpoints \( C^0_1, C^1_1, C^2_1 \). Each event on a process time line is tagged with the vector time \((x, y, z)\) of its occurrence. Each message is tagged with \( [i](x, y, z) \), where \( i \) is the incarnation number associated with the message send event, and \( (x, y, z) \) is the vector time of the send event. Process \( P_0 \) fails just after sending message \( m_5 \), which increments its vector clock to \((5, 4, 0)\).

Upon restart of \( P_0 \), the checkpoint \( C^1_0 \) is restored, and the restart event, \( rs^1_0 \) is performed by the protocol. We assume that message \( m_4 \) was not logged into the stable storage at \( P_0 \), hence it cannot be replayed during the recovery. A token, \([1](4, 0, 0)\), is created and propagated to \( P_1 \). This is shown in the figure by a dotted vertical arrow. Upon the receipt of the token, \( P_1 \) rolls back to a point such that its vector time is not greater than \((3, 0, 0)\), the time in the token. Hence \( P_1 \) rolls back to its state at time \((1, 4, 0)\). \( P_1 \) then records the token in its \( OrVect \) set and sends the token to \( P_2 \). \( P_2 \) takes a similar action and rolls back to message send event with time \((1, 4, 4)\). The token is then returned to \( P_0 \) and recovery is complete.
13.9.4 Correctness proof

First we show that all orphaned events are detected and eliminated \[28\].

**Theorem 13.1** The completion of a wave in casual rollback protocol insures that every event orphaned by failure \(f_i^m\) is eliminated before the final polling wave.

**Proof** We prove that when the initiator process receives the token back, all the orphan events have been detected and eliminated. That is, for an event \(w_{i,j}(m)\), as specified in the causal rollback protocol,

\[
\overline{\text{Orphan}}(w_{i,j}(m), f_i^m).
\]

First we prove that the token, as constructed during the restoration of a failed process, contains necessary information to determine if any event is orphaned by a failure. If there exists any orphan event \(e'_i\) due to failure \(f_i^m\), then the vector timestamp in the token will be less than the vector time of the event, i.e., \(tk(j, m).ts < V_i(e'_i)\). By CRB2, the vector timestamp in the

---

**Figure 13.17** An example of rollback recovery in the Peterson–Kearns algorithm.

Three messages are in transit while the polling wave is executing. The message \(m_2\) from \(P_0\) to \(P_2\) with label \([0](2, 0, 0)\) will be accepted when it arrives. Likewise, message \(m_6\) from \(P_2\) will be accepted by \(P_1\) when it arrives. However, application of rule CRB6 will result in message \(m_5\) with label \([0](5, 4, 0)\) being discarded when it arrives at \(P_1\). The net effect of the recovery process is that the application is rolled back to a consistent global state indicated by the dotted line, and all processes have sufficient information to discard messages sent from orphan events on their arrival.
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In other words, the timestamp in the token must be equal to the vector time of the restart event \( rs^m_j \) at process \( P_j \) denoted as \( V_j(rs^m_j) \), and the vector time of the restart event at \( P_j \) will be one more than the vector time of the latest event before failure \( f^m_j \). Since \( rs^m_j \) occupies the same position in causal partial order as \( e'_j \) and \( LastEvent(f^m_j) \leftrightarrow e'_j \), the following must hold: \( V_j(rs^m_j) \leq V_j(e'_j) \).

If there exists an orphan \( e'_i \), then there exist \( e'_j \) such that \( LastEvent(f^m_j) \rightarrow e'_j \rightarrow e'_i \).

Therefore, \( V_j(e'_j) < V_j(e'_i) \) and \( V_j(rs^m_j) < V_j(e'_i) \), which proves that when

\[
\text{tk}(j, m).ts < V_j(e'_i),
\]

there exists an orphan event \( e'_i \).

We use the above result to prove that there exists no orphan event at the end of the final polling wave:

\[
\neg Orphan(w_{i,j}(m), f^m_i).
\]  

The proof is by contradiction. Let us assume that there exist a polling event \( w_{i,j}(m) \) for which \( Orphan(w_{i,j}(m), f^m_i) \) is true. Then there exists an event \( e'_i \) such that \( LastEvent(f^m_i) \rightarrow e'_i \rightarrow w_{i,j}(m) \). Then there must exist \( e'_j \) such that \( e'_i \rightarrow e'_j \rightarrow w_{i,j}(m) \). This implies \( Orphan(e'_i, f^m_i) \). But according to Eq. (13.1), \( tk(i, m).ts < V_j(e'_i) \), which contradicts CRB3: \( w_{i,j}(m) \) occurs iff there exists \( rb^j_i \) such that \( e_{i,j}(m) \rightarrow rb^j_i \rightarrow w_{i,j}(m) \) and for every \( e'_j \) such that \( V_j(e'_j) > tk(i, m).ts \), \( \neg recorded(e'_j) \).

Therefore, every event orphaned by a failure \( f^m_i \) is eliminated before the final polling wave is completed.

Now we show that only all orphaned messages are discarded [28].

**Theorem 13.2** All orphaned messages are discarded and all non-orphaned messages are eventually delivered.

**Proof** Let us consider a send event \( s \), which is not orphaned by the failure \( f^m_i \). In this case, \( n(s) \rightarrow w_{i,p(s)}(m) \lor w_{i,p(s)}(m) \rightarrow n(s) \).

Given reliable channels, the message will eventually arrive. The receipt of a message can only disappear from the causal order if it is lost by a failed process, rolled back by the protocol, or discarded upon arrival.

The first possibility is that process \( P_i \) lost the message due to its failure. In this case the receiving process \( p(s) \) is \( i \). During the rollback at \( P_{\sigma(s)} \) (the process where the send event occurred), this message will be retransmitted as the occurrence of the \( rb \) event associated with \( w_{i,\sigma(s)}(m) \) guarantees this. Therefore \( w_{i,i} \rightarrow n(s) \).
The second possibility is that \( n(s) \rightarrow w_{i,p(s)} \) and \( n(s) \) has rolled back because \( n(s) \) was orphaned by the failure \( f_i^m \). However, if event \( s \) is not orphaned by \( f_i^m \), \( P_{p(s)} \) (the receiving process) will request retransmission before the occurrence of the rollback event \( rb \), and \( w_{i,p(s)} \rightarrow n(s) \).

The final possibility is that \( n(s) \) occurs after the wave but is discarded upon arrival. By CRB6, \( n(s) \) will be discarded if and only if \( V(s) > tk(i,m).ts \) and \( inc(s) < tk(i,m).inc \). If \( s \rightarrow w_{i,or(s)} \) and \( Orphan(s,f_i^m) \), then \( V(s) \not< tk(i,m).ts \). If \( w_{i,or(s)} \rightarrow s \), then \( Inc(s) \not< tk(i,m).inc \). Therefore, \( n(s) \) will not be discarded and \( w_{i,p(s)} \rightarrow n(s) \).

We now prove the converse:

If \( n(s) \rightarrow w_{i,p(s)}(m) \lor w_{i,p(s)} \rightarrow n(s) \) then \( \neg Orphan(s,f_i^m) \).

Assume \( n(s) \rightarrow w_{i,p(s)} \). From Eq. (13.2), we know \( \neg Orphan(w_{i,p(s)},f_i^m) \). Therefore \( \neg Orphan(n(s),f_i^m) \) and \( \neg Orphan(s,f_i^m) \).

Assume \( w_{i,p(s)} \rightarrow n(s) \) and \( Orphan(s,f_i^m) \). By Eq. (13.1), this implies \( tk(i,m).ts < V_{or(s)} \). Rule CRB2 of the protocol guarantees that if \( Orphan(s,f_i^m) \) is true, then \( Inc(s) < tk(i,m).inc \). Rule CRB4 requires that \( tk(i,m).ts \) and \( tk(i,m).inc \) are stored in \( OrVect_j \) before \( w_{i,j}(m) \) occurs. Therefore, there exists \( z \in OrVect_j \) such that \( V(z) < V(s) \) and \( Inc(z) > Inc(s) \). CRB6 requires such a message must be discarded, contradicting our assumption that \( w_{i,p(s)} \rightarrow n(s) \). \( \square \)

13.10 Helary–Mostefaoui–Netzer–Raynal communication-induced protocol

The Helary–Mostefaoui–Netzer–Raynal [15, 16] communication-induced checkpointing protocol prevents useless checkpoints and does it efficiently. To prevent useless checkpoints, some coordination is required in taking local checkpoints. Coordinated checkpointing protocols use additional control messages to synchronize their checkpointing activities, but these result in reduced process autonomy and degraded performance of the underlying application. Communication-induced checkpointing protocols achieve this coordination by piggybacking control information on application messages. No control messages are needed and no synchronization is added to the application. More precisely, processes take local checkpoints independently, called basic checkpoints, and the protocol directs them to take additional local checkpoints, called forced checkpoints. A process takes a forced checkpoint when it receives a message and a predicate at it becomes true. This predicate is based on local control variables of the receiving process and on the control values carried by the message. The values of the local control variables at the process are based on causal dependencies appearing in its past.

The Helary–Mostefaoui–Netzer–Raynal communication-induced checkpointing protocol ensures that no local checkpoint is useless and it takes as few forced checkpoints as possible. It is based on the Z-path and Z-cycle
theory introduced by Netzer and Xu [27]. The protocol is based on Z-path and Z-cycle theory introduced by Netzer and Xu who showed that a useless checkpoint exactly corresponds to the existence of a Z-cycle in the distributed computation. At the model level, the protocol prevents Z-cycles. At the operational level, each message is piggybacked with an integer (Lamport’s clock value), a vector of integers (checkpoint sequence number), and two boolean vectors (the size of each vector is \( n \), the number of processes). An interesting feature of this protocol is that for any checkpoint \( C \), it is very easy to determine a consistent global checkpoint to which \( C \) belongs.

### 13.10.1 Design principles

With each checkpoint \( C \), let us associate a timestamp denoted by \( C.t \). The protocol depends on the following result:

For any pair of checkpoints \( C_{j,y} \) and \( C_{k,z} \), such that there is a Z-path from \( C_{j,y} \) to \( C_{k,z} \), \( C_{j,y}.t < C_{k,z}.t \) implies that there is no Z-cycle.

Thus, if we can manage the timestamps and take checkpoints in such a way that the timestamps always increase along any Z-path, then no Z-cycles will form, and no checkpoints will be useless. Each process \( P_i \) has a logical clock \( lci \) managed in the following way:

1. Before a process \( P_i \) takes a (basic or forced) checkpoint, it increases its clock by 1 and associates the new clock value with the checkpoint.
2. Every message \( m \) is timestamped with the value of its sender clock (let \( m.t \) denote the timestamp associated with message \( m \)).
3. When a process \( P_i \) receives a message \( m \), it updates its local clock \( lci = \max(lci, m.t) \).

It follows from this mechanism that, if there is a causal Z-path from \( C_{j,y} \) to \( C_{k,z} \), then we have \( C_{j,y}.t < C_{k,z}.t \).

### To checkpoint or not to checkpoint?

Let us consider the computation depicted in Figure 13.18, where \( C_{j,y} \) is a local checkpoint taken by \( P_j \) before sending \( m_1 \) and \( C_{k,z} \) is the first checkpoint of \( P_k \) taken after the delivery of \( m_2 \). As the sending of \( m_2 \) and the delivery of
m₁ belong to the same interval of Pᵢ, messages m₁ and m₂ constitute a Z-path from Cᵢ,ⱼ to Cᵢ,ₖ. When Pᵢ receives m₁, two cases can occur:

1. m₁,t ≤ m₂,t. In this case, Cᵢ,ⱼ,t < m₁,t < m₂,t < Cᵢ,ₖ,t. Hence, the Z-path due to messages m₁ and m₂ in Figure 13.18(a) is in accordance with the above result.

2. m₁,t > m₂,t. In this case, a safe strategy to prevent Z-cycle formation is to direct Pᵢ to take a forced checkpoint Cᵢ,ᵢ before delivering m₁ (as shown in Figure 13.18(b)). This “breaks” the m₁, m₂ Z-path, so it is no longer a Z-pattern.

This strategy can be implemented in the following way. Each process Pᵢ maintains a boolean array sent_toᵢ[1...n] to determine whether the reception of a message creates a Z-pattern. The value of sent_toᵢ[k] is true iff Pᵢ has sent a message to Pₖ since its last checkpoint. Each process Pᵢ also maintains an array of integers min_toᵢ[1...n], where min_toᵢ[k] keeps the timestamp of the first message Pᵢ sent to Pₖ since its last checkpoint.

The condition m₁,t > m₂,t is then expressed as:

\[ C ≡ (∃ k: \text{sent}_toᵢ[k] \land m₁,t > \text{min}_toᵢ[k]) \]

Therefore, Pᵢ takes a forced checkpoint if C is true. The predicate C is true if there exists a message from Pᵢ to Pₖ since its last checkpoint and the timestamp of m₁ is greater than the first message Pᵢ sent to Pₖ since its last checkpoint.

**Reducing the number of forced checkpoints**

Each process Pᵢ maintains the local clock values of other processes. For each k(1 ≤ k ≤ n), let clᵢ(k) denote the value of Pᵢ’s local clock as perceived by Pᵢ. If k = i, obviously clᵢ(i) = lcᵢ. However, if k ≠ i, the perception of Pᵢ’s local clock by Pᵢ is only an approximation such that clᵢ(k) ≤ lcₖ. Consider again the situation in Figure 13.18. If the following property holds:

\[ (m₁.t < m₂.t) ∨ P, \text{where } P ≡ (Cᵢ,ⱼ.t ≤ m₁.t ≤ clᵢ(k) < Cᵢ,ₖ.t), \]

then the Z-path due to messages m₁ and m₂ is in accordance with the above result. Let us consider the property P in the case where m₁,t > m₂,t. Since m₁,t carries the value lcᵢ when m₁ is sent, the first relation Cⱼ,ᵢ,t ≤ m₁,t necessarily holds when m₁ is received. So, the property P can be violated only if, when m₁ is received, m₁,t > clᵢ(k) or if clᵢ(k) ≥ Cᵢ,ₖ.t.

Therefore, to prevent the formation of a Z-path due to messages m₁ and m₂ that would violate property P, the protocol requires process Pᵢ to take a forced checkpoint before delivering m₁ if m₁,t > clᵢ(k) or if clᵢ(k) ≥ Cᵢ,ₖ.t.

Now we have to determine which value of clᵢ, the approximation clᵢ(k) refers to. Let us consider the following two possible cases:
1. The value of $cl_i(k)$ has been brought to $P_i$ by a causal Z-path that started from $P_k$ and ended before $C_{k,z}$. This situation is illustrated in Figure 13.19. The value of $cl_i(k)$ is brought to $P_i$ by $m'$ in Figure 13.19(a) and by $m''$ and $m_1$ in Figure 13.19(b). In this case, we have $cl_i(k) < C_{k,z}$ and consequently, $P_i$ has to take a forced checkpoint only if $m_1.t > cl_i(k)$.

2. The value of $cl_i(k)$ has been brought to $P_i$ by a causal Z-path that started from $P_k$ and ended after $C_{k,z}$. This situation is illustrated in Figure 13.20. Here the relevant causal Z-path is $m'$ in Figure 13.20(a) and $m''$ and $m_1$ in Figure 13.20(b). Both these figures can be redrawn so that they correspond to the pattern in Figure 13.21. In one case, $m'$ brings the last value of $P_k$’s local clock to $P_i$, and in the other case it is $m''.m_1$. In this case, we have $cl_i(k) \geq C_{k,z}$ and $P_i$ has to recognize this pattern and take a forced checkpoint if it occurs. Let $C_1$ be a predicate describing this pattern occurrence.

The previous condition $C$ can be redefined as $C'$ as follows:

$$C' = (\exists k: sent_{to}[k] \land (m_1.t > min_{to}[k]) \land (m_1.t > cl_i(k) \lor C_1)).$$

The predicate $C'$ has two parts. The first part is the previous condition $C$ and the second part is a predicate $C_1$. The second part will be true if the timestamp of message $m_1$ is greater than $P_k$’s local clock value as perceived by $P_i$ or if predicate $C_1$ is true.

\[\text{Figure 13.19}\] The value of $cl_i(k)$ has been brought to $P_i$ by a causal Z-path [16].

\[\text{Figure 13.20}\] The value of $cl_i(k)$ has been brought to $P_i$ by a causal Z-path [16].
To evaluate the predicate $C_1$, each process maintains two additional arrays:

1. Array $ckpt_i$ is a vector that counts the number of checkpoints taken by each process. So, $ckpt_i[k]$ denoted the number of checkpoints taken by $P_k$ to $P_i$’s knowledge. Let $m.ckpt$ be the value appended to $m$ by its sender $P_i$, which is the value of the array $ckpt_i$ at the time of sending of message $m$.
2. A boolean array $taken_i$ is used in conjunction with $ckpt_i$ to evaluate $C_1$. The value of $taken_i[k]$ is true iff there is a causal Z-path from the last checkpoint of $P_k$ known by $P_i$ to the next checkpoint of $P_i$ and this causal Z-path includes a checkpoint.

The array $taken_i$ is updated in the following way:

- When process $P_i$ takes a checkpoint, it sets to true all entries of $taken_i$ except $taken_i[i]$, which always remains false: $\forall k \neq i: taken_i[k] = true$.
- When process $P_i$ sends a message, $P_i$ appends to its current value of $taken_i$ to the message.
- When process $P_i$ receives $m$, $P_i$ updates $taken_i$ in the following way:

\[
\forall k \neq i \text{ do case}
\begin{align*}
&m.ckpt[k] < ckpt_i[k] \rightarrow \text{skip} \\
&m.ckpt[k] > ckpt_i[k] \rightarrow taken_i[k] := m.taken[k] \\
&m.ckpt[k] = ckpt_i[k] \rightarrow taken_i[k] := (taken_i[k] \lor m.taken[k])
\end{align*}
\text{end docase}
\]

With these data structures, the predicate $C_1$ can be expressed as follows:

$$C_1 \equiv (m_1.ckpt[i] = ckpt_i[i]) \land m_1.taken[i].$$

Consider the example shown in Figure 13.21. The first part of the condition $C_1$ states that there is a causal Z-path starting from $C_{i,x}$ and arriving at $P_i$ before $C_{i,x+1}$, while the second part indicates that some process has taken a checkpoint along this causal Z-path.

**13.10.2 The checkpointing protocol**

Next (see Algorithm 13.4) we describe the Helary–Mostefaoui–Netzer–Raynal communication-induced checkpointing protocol, which takes as few forced checkpoints as possible and also ensures that no local checkpoint is useless.
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Procedure take-checkpoint:
∀k do sent_to[i][k] := false end do;
∀k do min_to[i][k] := +∞ end do;
∀k ≠ i do taken[i][k] := true end do;
clock[i][i] := clock[i][i] + 1;
Save the current local state with a copy of clock[i][i];
/* let Ci denote this checkpoint. We have C_i,t = clock[i][i] */
ckpt[i][i] := ckpt[i][i] + 1;

(S0) initialization:
∀k do clock[i][k] := 0; ckpt[i][k] := 0 end do;
taken[i][i] := false;
take_checkpoint;

(S1) When P_i sends a message to P_k:
if ¬ sent_to[i][k] then sent_to[i][k] := true; min_to[i][k] := clock[i][i]
end if;
Send (m, clock[i][i], ckpt[i][i], taken[i][i]) to P_k;

(S2) When P_i receives (m, clock[i][i], ckpt[i][i], taken[i][i]) from P_j:
/* m.clock[j] is the Lamport’s timestamp of m (i.e., m.t) */
if (∃k : sent_to[i][k] ∧ (m.clock[j] > min_to[i][k]) ∧
((m.clock[j] > max(clock[i][i], m.clock[k])) ∨
(m.ckpt[i][i] = ckpt[i][i] ∧ m.taken[i][i]))
then take_checkpoint /*forced checkpoint */
end if;
clock[i][i] := max(clock[i][i], m.clock[j]); /* update of the
scalar clock lc_i = clock[i][i] */
∀k ≠ i do
    clock[i][k] := max(clock[i][k], m.clock[k]);
case
    m.ckpt[k][i] < ckpt[i][k] → skip
    m.ckpt[k][i] > ckpt[i][k] → ckpt[i][k] := m.ckpt[k][i];
    taken[i][k] := m.taken[k]
    m.ckpt[k][i] < ckpt[i][k] → taken[i][k] := taken[i][k] ∨
    m.taken[k]
end case
end do
deliver (m);

Algorithm 13.4 The Helary–Mostefaoui–Netzer–Raynal communication-induced checkpointing protocol [16].

The protocol is executed by each process P_i. S0, S1, and S2 describe the initialization, the statements executed by P_i when it sends a message, and statements it executes when it receives a message, respectively. The
procedure *take-checkpoint* is called each time $P_i$ takes a checkpoint (basic or forced).

The protocol uses the following additional data structure: every process $P_i$ maintains an array $\text{clock}_i[1..n]$, where $\text{clock}_i[j]$ denotes the highest value of $lc_j$ known to $P_i$. $\text{clock}_i[1..n]$ is initialized to $(0, 0, \ldots, 0)$ and is updated as follows:

- When a process $P_i$ takes a (basic or forced) checkpoint, it increases $\text{clock}_i[i]$ by 1.
- When $P_i$ sends a message $m$, the current value of $\text{clock}_i$ is sent on the message. Let $m.\text{clock}$ be the timestamp associated with a message $m$.
- When a process $P_i$ receives a message $m$ from $P_j$, it updates its clock as follows:
  
  - $\text{clock}_i[i] := \max(\text{clock}_i[i], m.\text{clock}[j])$
  - $\forall k \neq i: \text{clock}_i[k] := \max(\text{clock}_i[k], m.\text{clock}[k])$

  Note that $\text{clock}_i[i]$ is $lc_i$, so we do not need to keep $lc_i$.

Helary *et al.* [15] showed that given a local checkpoint $C_{i,x}$ with timestamp $a$, the checkpoint can be associated with the consistent global checkpoint it belongs to using the following result:

**Theorem 13.5** Let $a$ be a Lamport timestamp and $C_a$ be a global checkpoint, \{ $C_{1,x1}$, $C_{2,x2}$, $\ldots$, $C_{n,xn}$ \}. If $\forall k$, $C_{k,xk}$ is the last checkpoint of $P_k$ such that $C_{k,xk}.t \leq a$, then $C_a$ is a consistent global checkpoint.

**Proof** For a proof, the readers are referred to the original source [15, 16]. This result implies that given a local checkpoint at a process, it is easy to determine what local checkpoints at other processes form a consistent global checkpoint with it. This result has a strong implications on the recovery from a failure. $\square$

### 13.11 Chapter summary

Rollback recovery achieves fault tolerance by periodically saving the state of a process during the failure-free execution, and restarting from a saved state on a failure to reduce the amount of lost computation.

There are three basic approaches for checkpointing and failure recovery: uncoordinated checkpointing, coordinated checkpointing, and communication-induced checkpointing.

In uncoordinated checkpointing, each participating process takes its checkpoints independently; during a failure recovery, all processes communicate to find a consistent global checkpoint.

In coordinated checkpointing, processes coordinate their checkpointing activities to form a system-wide consistent state. In case of a process failure,
the system state can be restored to such a consistent set of checkpoints, preventing the rollback propagation. This techniques has additional overhead at run time but it avoids the domino effect at recovery time. Communication-induced checkpointing forces each process to take checkpoints based on information piggybacked on the application messages it receives from other processes. Checkpoints are taken such that construction of a consistent checkpoint at recovery is simple, efficient, and fast and the domino effect is avoided.

Message logging can help with the handling of various types of abnormal messages and with the recovery after a failure. There are three types of message logging: pessimistic logging, optimistic logging, and causal logging protocols.

Over the last two decades, checkpointing and failure recovery has been a very active area of research and several checkpointing and failure recovery algorithms have been proposed. In this chapter, we described a set of representative checkpointing and recovery algorithms. Lately, useless checkpoints and techniques to eliminate useless checkpoints have been the main focus of attention.

13.12 Exercises

**Exercise 13.1** Consider the following simple checkpointing algorithm. A process takes a local checkpoint right after sending a message. Show that the last checkpoint at all processes will always be consistent. What are the trade-offs with this method?

**Exercise 13.2** Show by example that, in the Koo–Toueg checkpointing algorithm, if processes do not block after taking a tentative checkpoint, then global checkpoint taken by all processes may not be consistent.

**Exercise 13.3** Show that, in the Manivannan–Singhal algorithm, every checkpoint taken is useful.

**Exercise 13.4** Design a checkpointing and recovery algorithm that uses vector clocks, and does not assume any underlying topology (like ring or tree).

**Exercise 13.5** Give a rigorous proof of the impossibility of a min-process, non-blocking checkpointing algorithm.

13.13 Notes on references

Checkpointing and failure recovery is a well-studied topic and a large number of checkpointing and failure-recovery algorithms exist. A classical paper on fault tolerance is by Randell [32]. Classical failure-recovery algorithms are Leu–Bhargava [4], Sistla–Welch [35], Kim [19–21], and Strom–Yemini [36]. Other checkpointing and failure recovery algorithms can be found in [3,8,11,12,14,15,24,30,31,38–41] [15].

An excellent review paper on the topic is by Elnozahy [13]. Richard and Singhal give a comprehensive recovery protocol using vector timestamp [33]. An
impossibility proof of min-process non-blocking in coordinated checkpointing is given in [7]. Cao and Singhal introduced the concept of mutable checkpointing [6, 8] to improve the performance. Alvisi and Marzullo discuss various message logging techniques [1]. Netzer and Xu discuss necessary and sufficient conditions for consistent global snapshots in distributed systems [27]. Manivannan et al. [26] and Wang [41] discuss how to construct consistent global checkpoints that contain a given set of local checkpoints. Prakash and Singhal discuss how to take maximal global snapshot with concurrent initiators [29]. Other communication-induced checkpointing algorithms can be found in paper by Baldoni et al. [2, 3, 17]. Tong et al. [37] present rollback recovery using loosely synchronized clocks.
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14 Consensus and agreement algorithms

14.1 Problem definition

Agreement among the processes in a distributed system is a fundamental requirement for a wide range of applications. Many forms of coordination require the processes to exchange information to negotiate with one another and eventually reach a common understanding or agreement, before taking application-specific actions. A classical example is that of the commit decision in database systems, wherein the processes collectively decide whether to commit or abort a transaction that they participate in. In this chapter, we study the feasibility of designing algorithms to reach agreement under various system models and failure models, and, where possible, examine some representative algorithms to reach agreement.

We first state some assumptions underlying our study of agreement algorithms:

- **Failure models** Among the $n$ processes in the system, at most $f$ processes can be faulty. A faulty process can behave in any manner allowed by the failure model assumed. The various failure models – fail-stop, send omission and receive omission, and Byzantine failures – were discussed in Chapter 5. Recall that in the fail-stop model, a process may crash in the middle of a step, which could be the execution of a local operation or processing of a message for a send or receive event. In particular, it may send a message to only a subset of the destination set before crashing. In the Byzantine failure model, a process may behave arbitrarily. The choice of the failure model determines the feasibility and complexity of solving consensus.

- **Synchronous/asynchronous communication** If a failure-prone process chooses to send a message to process $P_i$ but fails, then $P_i$ cannot detect the non-arrival of the message in an asynchronous system because this scenario is indistinguishable from the scenario in which the message takes a very long time in transit. We will see this argument again when we consider
the impossibility of reaching agreement in asynchronous systems in any failure model. In a synchronous system, however, the scenario in which a message has not been sent can be recognized by the intended recipient, at the end of the round. The intended recipient can deal with the non-arrival of the expected message by assuming the arrival of a message containing some default data, and then proceeding with the next round of the algorithm.

- **Network connectivity** The system has full logical connectivity, i.e., each process can communicate with any other by direct message passing.
- **Sender identification** A process that receives a message always knows the identity of the sender process. This assumption is important – because even with Byzantine behavior, even though the payload of the message can contain fictitious data sent by a malicious sender, the underlying network layer protocols can reveal the true identity of the sender process.

  When multiple messages are expected from the same sender in a single round, we implicitly assume a scheduling algorithm that sends these messages in sub-rounds, so that each message sent within the round can be uniquely identified.

- **Channel reliability** The channels are reliable, and only the processes may fail (under one of various failure models). This is a simplifying assumption in our study. As we will see even with this simplifying assumption, the agreement problem is either unsolvable, or solvable in a complex manner.

- **Authenticated vs. non-authenticated messages** In our study, we will be dealing only with unauthenticated messages. With unauthenticated messages, when a faulty process relays a message to other processes, (i) it can forge the message and claim that it was received from another process, and (ii) it can also tamper with the contents of a received message before relaying it. When a process receives a message, it has no way to verify its authenticity. An unauthenticated message is also called an oral message or an unsigned message.

  Using authentication via techniques such as digital signatures, it is easier to solve the agreement problem because, if some process forges a message or tampers with the contents of a received message before relaying it, the recipient can detect the forgery or tampering. Thus, faulty processes can inflict less damage.

- **Agreement variable** The agreement variable may be boolean or multi-valued, and need not be an integer. When studying some of the more complex algorithms, we will use a boolean variable. This simplifying assumption does not affect the results for other data types, but helps in the abstraction while presenting the algorithms.

  Consider the difficulty of reaching agreement using the following example, that is inspired by the long wars fought by the Byzantine Empire in the Middle
A simple example of Byzantine behavior is shown in Figure 14.1. Four generals are shown, and a consensus decision is to be reached about a boolean value. The various generals are conveying potentially misleading values of the decision variable to the other generals, which results in confusion. In the face of such Byzantine behavior, the challenge is to determine whether it is possible to reach agreement, and if so under what conditions. If agreement is reachable, then protocols to reach it need to be devised.

14.1.1 The Byzantine agreement and other problems

The Byzantine agreement problem
Before studying algorithms to solve the agreement problem, we first define the problem formally [20, 25]. The Byzantine agreement problem requires a designated process, called the source process, with an initial value, to reach
agreement with the other processes about its initial value, subject to the following conditions:

- **Agreement**  All non-faulty processes must agree on the same value.
- **Validity**  If the source process is non-faulty, then the agreed upon value by all the non-faulty processes must be the same as the initial value of the source.
- **Termination**  Each non-faulty process must eventually decide on a value.

The validity condition rules out trivial solutions, such as one in which the agreed upon value is a constant. It also ensures that the agreed upon value is correlated with the source value. If the source process is faulty, then the correct processes can agree upon any value. It is irrelevant what the faulty processes agree upon – or whether they terminate and agree upon anything at all.

There are two other popular flavors of the Byzantine agreement problem – the *consensus* problem, and the *interactive consistency* problem.

**The consensus problem**
The consensus problem differs from the Byzantine agreement problem in that each process has an initial value and all the correct processes must agree on a single value \([20, 25]\). Formally:

- **Agreement**  All non-faulty processes must agree on the same (single) value.
- **Validity**  If all the non-faulty processes have the same initial value, then the agreed upon value by all the non-faulty processes must be that same value.
- **Termination**  Each non-faulty process must eventually decide on a value.

**The interactive consistency problem**
The interactive consistency problem differs from the Byzantine agreement problem in that each process has an initial value, and all the correct processes must agree upon a set of values, with one value for each process \([20, 25]\). The formal specification is as follows:

- **Agreement**  All non-faulty processes must agree on the same array of values \(A[v_1 \ldots v_n]\).
- **Validity**  If process \(i\) is non-faulty and its initial value is \(v_i\), then all non-faulty processes agree on \(v_i\) as the \(i\)th element of the array \(A\). If process \(j\) is faulty, then the non-faulty processes can agree on any value for \(A[j]\).
- **Termination**  Each non-faulty process must eventually decide on the array \(A\).
14.1.2 Equivalence of the problems and notation

The three problems defined above are equivalent in the sense that a solution to any one of them can be used as a solution to the other two problems [9]. This equivalence can be shown using a reduction of each problem to the other two problems. If problem A is reduced to problem B, then a solution to problem B can be used as a solution to problem A in conjunction with the reduction. Exercise 14.1 asks the reader to show these reductions.

Formally, the difference between the agreement problem and the consensus problem is that, in the agreement problem, a single process has the initial value, whereas in the consensus problem, all processes have an initial value. However, the two terms are used interchangably in much of the literature and hence we shall also use the terms interchangably.

14.2 Overview of results

Table 14.1 gives an overview of the results and lower bounds on solving the consensus problem under different assumptions.

It is worth understanding the relation between the consensus problem and the problem of attaining common knowledge of the agreement value. For the “no failure” case, consensus is attainable. Further, in a synchronous system, common knowledge of the consensus value is also attainable, whereas in the asynchronous case, concurrent common knowledge of the consensus value is attainable.

Consensus is not solvable in asynchronous systems even if one process can fail by crashing. To circumvent this impossibility result, weaker variants

| Table 14.1 Overview of results on agreement. $f$ denotes number of failure-prone processes. $n$ is the total number of processes. |
|---|---|
| No failure | Common attainable | Agreement attainable |
| Crash failure | $f < n$ processes | Agreement not attainable |
| Byzantine failure | Agreement attainable | Agreement not attainable |

Byzantine processes | Agreement not attainable | Agreement not attainable |

| Failure mode | Synchronous system (message-passing and shared memory) | Asynchronous system (message-passing and shared memory) |
|---|---|
| No failure | Agreement attainable | Agreement attainable |
| Crash failure | $f < n$ processes | Agreement not attainable |
| Byzantine failure | $f \leq \lceil (n - 1)/3 \rceil$ Byzantine processes | Agreement not attainable |
In a failure-free system, consensus can be reached by collecting information from the different processes, arriving at a “decision,” and distributing this decision in the system. A distributed mechanism would have each process broadcast its values to others, and each process computes the same function on the values received. The decision can be reached by using an application-specific function – some simple examples being the \textit{majority}, \textit{max}, and \textit{min} functions. Algorithms to collect the initial values and then distribute the decision may be based on the token circulation on a logical ring, or the three-phase
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Tree-based broadcast–convergecast–broadcast, or direct communication with all nodes.

- In a synchronous system, this can be done simply in a constant number of rounds (depending on the specific logical topology and algorithm used). Further, common knowledge of the decision value can be obtained using an additional round (see Chapter 8).
- In an asynchronous system, consensus can similarly be reached in a constant number of message hops. Further, concurrent common knowledge of the consensus value can also be attained, using any of the algorithms in Chapter 8.

Reaching agreement is straightforward in a failure-free system. Hence, we focus on failure-prone systems.

### 14.4 Agreement in (message-passing) synchronous systems with failures

#### 14.4.1 Consensus algorithm for crash failures (synchronous system)

Algorithm 14.1 gives a consensus algorithm for $n$ processes, where up to $f$ processes, where $f < n$, may fail in the fail-stop model [8]. Here, the consensus variable $x$ is integer-valued. Each process has an initial value $x_i$. If up to $f$ failures are to be tolerated, then the algorithm has $f + 1$ rounds. In each round, a process $i$ sends the value of its variable $x_i$ to all other processes if that value has not been sent before. Of all the values received within the round and its own value $x_i$ at the start of the round, the process takes the minimum, and updates $x_i$. After $f + 1$ rounds, the local value $x_i$ is guaranteed to be the consensus value.

(global constants)

**integer**: $f$; // maximum number of crash failures tolerated

(local variables)

**integer**: $x$ ← local value;

(1) Process $P_i$ ($1 \leq i \leq n$) executes the consensus algorithm for up to $f$ crash failures:

(1a) **for** round **from** 1 **to** $f + 1$ **do**

(1b) **if** the current value of $x$ has not been broadcast **then**

(1c) broadcast($x$);

(1d) $y_j ←$ value (if any) received from process $j$ in this round;

(1e) $x ← min_{j}(x, y_j)$;

(1f) output $x$ as the consensus value.

---

**Algorithm 14.1** Consensus with up to $f$ fail-stop processes in a system of $n$ processes, $n > f$ [8]. Code shown is for process $P_i$, $1 \leq i \leq n$. 
• The agreement condition is satisfied because in the \( f + 1 \) rounds, there must be at least one round in which no process failed. In this round, say round \( r \), all the processes that have not failed so far succeed in broadcasting their values, and all these processes take the minimum of the values broadcast and received in that round. Thus, the local values at the end of the round are the same, say \( x^r_i \) for all non-failed processes. In further rounds, only this value may be sent by each process at most once, and no process \( i \) will update its value \( x^r_i \).

• The validity condition is satisfied because processes do not send fictitious values in this failure model. (Thus, a process that crashes has sent only correct values until the crash.) For all \( i \), if the initial value is identical, then the only value sent by any process is the value that has been agreed upon as per the agreement condition.

• The termination condition is seen to be satisfied.

Complexity
There are \( f + 1 \) rounds, where \( f < n \). The number of messages is at most \( O(n^2) \) in each round, and each message has one integer. Hence the total number of messages is \( O((f + 1) \cdot n^2) \). The worst-case scenario is as follows. Assume that the minimum value is with a single process initially. In the first round, the process manages to send its value to just one other process before failing. In subsequent rounds, the single process having this minimum value also manages to send that value to just one other process before failing.

Algorithm 14.1 requires \( f + 1 \) rounds, independent of the actual number of processes that fail. An early-stopping consensus algorithm terminates sooner; if there are \( f' \) actual failures, where \( f' < f \), then the early-stopping algorithm terminates in \( f' + 1 \) rounds. Exercise 14.2 asks you to design an early-stopping algorithm for consensus under crash failures, and to prove its correctness.

A lower bound on the number of rounds \[8\]
At least \( f + 1 \) rounds are required, where \( f < n \). The idea behind this lower bound is that in the worst-case scenario, one process may fail in each round; with \( f + 1 \) rounds, there is at least one round in which no process fails. In that guaranteed failure-free round, all messages broadcast can be delivered reliably, and all processes that have not failed can compute the common function of the received values to reach an agreement value.

14.4.2 Consensus algorithms for Byzantine failures (synchronous system)

14.4.3 Upper bound on Byzantine processes
In a system of \( n \) processes, the Byzantine agreement problem (as also the other variants of the agreement problem) can be solved in a synchronous
system only if the number of Byzantine processes \( f \) is such that \( f \leq \left\lfloor \frac{n-1}{3} \right\rfloor \) [20, 25].

We informally justify this result using two steps:

- With \( n = 3 \) processes, the Byzantine agreement problem cannot be solved if the number of Byzantine processes \( f = 1 \). The argument uses the illustration in Figure 14.3, which shows a commander \( P_c \) and two lieutenant processes \( P_a \) and \( P_b \). The malicious process is the lieutenant \( P_b \) in the first scenario (Figure 14.3(a)) and hence \( P_a \) should agree on the value of the loyal commander \( P_c \), which is 0. But note the second scenario (Figure 14.3(b)) in which \( P_a \) receives identical values from \( P_b \) and \( P_c \), but now \( P_c \) is the disloyal commander whereas \( P_b \) is a loyal lieutenant. In this case, \( P_a \) needs to agree with \( P_b \). However, \( P_a \) cannot distinguish between the two scenarios and any further message exchange does not help because each process has already conveyed what it knows from the third process. In both scenarios, \( P_a \) gets different values from the other two processes. In the first scenario, it needs to agree on a 0, and if that is the default value, the decision is correct, but then if it is in the second indistinguishable scenario, it agrees on an incorrect value. A similar argument shows that if 1 is the default value, then in the first scenario, \( P_a \) makes an incorrect decision. This shows the impossibility of agreement when \( n = 3 \) and \( f = 1 \).

- With \( n \) processes and \( f \geq n/3 \) processes, the Byzantine agreement problem cannot be solved. The correctness argument of this result can be shown using reduction. Let \( Z(3, 1) \) denote the Byzantine agreement problem for parameters \( n = 3 \) and \( f = 1 \). Let \( Z(n \leq 3f, f) \) denote the Byzantine agreement problem for parameters \( n(\leq 3f) \) and \( f \). A reduction from \( Z(3, 1) \) to \( Z(n \leq 3f, f) \) needs to be shown, i.e., if \( Z(n \leq 3f, f) \) is solvable, then \( Z(3, 1) \) is also solvable. After showing this reduction, we can argue that as \( Z(3, 1) \) is not solvable, \( Z(n \leq 3f, f) \) is also not solvable.
The main idea of the reduction argument is as follows. In $Z(n \leq 3f, f)$, partition the $n$ processes into three sets $S_1, S_2, S_3$, each of size $\leq n/3$. In $Z(3, 1)$, each of the three processes $P_1, P_2, P_3$ simulates the actions of the corresponding set $S_1, S_2, S_3$ in $Z(n \leq 3f, f)$. If one process is faulty in $Z(3, 1)$, then at most $f$, where $f \leq n/3$, processes are faulty in $Z(n, f)$. In the simulation, a correct process in $Z(3, 1)$ simulates a group of up to $n/3$ correct processes in $Z(n, f)$. It simulates the actions (send events, receive events, intra-set communication, and inter-set communication) of each of the processes in the set that it is simulating.

With this reduction in place, if there exists an algorithm to solve $Z(n \leq 3f, f)$, i.e., to satisfy the validity, agreement, and termination conditions, then there also exists an algorithm to solve $Z(3, 1)$, which has been seen to be unsolvable. Hence, there cannot exist an algorithm to solve $Z(n \leq 3f, f)$.

Byzantine agreement tree algorithm: exponential (synchronous system)

Recursive formulation

We begin with an informal description of how agreement can be achieved with $n = 4$ and $f = 1$ processes [20, 25], as depicted in Figure 14.4. In the first round, the commander $P_c$ sends its value to the other three lieutenants, as shown by dotted arrows. In the second round, each lieutenant relays to the other two lieutenants, the value it received from the commander in the first round. At the end of the second round, a lieutenant takes the majority of the values it received (i) directly from the commander in the first round, and (ii) from the other two lieutenants in the second round. The majority gives a correct estimate of the “commander’s” value. Consider Figure 14.4(a) where the commander is a traitor. The values that get transmitted in the two rounds are as
shown. All three lieutenants take the majority of (1, 0, 0) which is “0,” the agreement value. In Figure 14.4(b), lieutenant $P_d$ is malicious. Despite its behavior as shown, lieutenants $P_a$ and $P_b$ agree on “0,” the value of the commander.

(variables)
\[ \text{boolean: } v \leftarrow \text{ initial value; } \]
\[ \text{integer: } f \leftarrow \text{ maximum number of malicious processes, } \leq [ (n - 1) / 3 ]; \]

(message type)
\[ OM(v, Dests, List, faulty), \] where
\[ v \] is a boolean,
\[ Dests \] is a set of destination process i.d.s to which the message is sent,
\[ List \] is a list of process i.d.s traversed by this message, ordered from most recent to earliest,
\[ faulty \] is an integer indicating the number of malicious processes to be tolerated.

Oral\_Msg(f), where $f > 0$:

(1) The algorithm is initiated by the commander, who sends his source value $v$ to all other processes using a $OM(v, N, \langle i \rangle, f)$ message. The commander returns his own value $v$ and terminates.

(2) \text{[Recursion unfolding:]} For each message of the form $OM(v_j, Dests, List, f')$ received in this round from some process $j$, the process $i$ uses the value $v_j$ it receives from the source $j$, and using that value, acts as a new source. (If no value is received, a default value is assumed.)

To act as a new source, the process $i$ initiates $Oral\_Msg(f' - 1)$, wherein it sends
\[ OM(v_j, Dests - \{i\}, concat(\langle i \rangle, L), (f' - 1)) \]
to destinations not in $concat(\langle i \rangle, L)$ in the next round.

(3) \text{[Recursion folding:]} For each message of the form $OM(v_j, Dests, List, f')$ received in step 2, each process $i$ has computed the agreement value $v_k$, for each $k$ not in $List$ and $k \neq i$, corresponding to the value received from $P_k$ after traversing the nodes in $List$, at one level lower in the recursion. If it receives no value in this round, it uses a default value. Process $i$ then uses the value $\text{majority}_{k \notin List, k \neq i}(v_j, v_k)$ as the agreement value and returns it to the next higher level in the recursive invocation.

Oral\_Msg(0):

(1) \text{[Recursion unfolding:]} Process acts as a source and sends its value to each other process.

(2) \text{[Recursion folding:]} Each process uses the value it receives from the other sources, and uses that value as the agreement value. If no value is received, a default value is assumed.

The first algorithm for solving Byzantine agreement was proposed by Lamport et al. [20]. We present two versions of the algorithm.

The recursive version of the algorithm is given in Algorithm 14.2. Each message has the following parameters: a consensus estimate value \( v \); a set of destinations \( \text{Dests} \); a list of nodes traversed by the message, from most recent to least recent \( \text{List} \); and the number of Byzantine processes that the algorithm still needs to tolerate \( \text{faulty} \). The list \( L = \langle P_i, P_{k_1}, \ldots P_{k_{f+1-\text{faulty}}} \rangle \) represents the sequence of processes (subscripts) in the knowledge expression \( K_i(K_{k_1}(K_{k_2}(\ldots K_{k_{f+1-\text{faulty}}} (v_0) \ldots ))). \) This knowledge is what \( P_{k_{f+1-\text{faulty}}} \) conveyed to \( P_{k_{f-\text{faulty}}} \) conveyed to \( \ldots \) \( P_{k_i} \) conveyed to \( P_i \) who is conveying to the receiver of this message, the value of the commander \( (P_{k_{f+1-\text{faulty}}})'s \) initial value.

The commander invokes the algorithm with parameter \( \text{faulty} \) set to \( f \), the maximum number of malicious processes to be tolerated. The algorithm uses \( f + 1 \) synchronous rounds. Each message (having this parameter \( \text{faulty} = k \)) received by a process invokes several other instances of the algorithm with parameter \( \text{faulty} = k - 1 \). The terminating case of the recursion is when the parameter \( \text{faulty} \) is 0. As the recursion folds, each process progressively computes the majority function over the values it used as a source for that level of invocation in the unfolding, and the values it has just computed as consensus values using the majority function for the lower level of invocations.

There are an exponential number of messages \( O(n^f) \) used by this algorithm. Table 14.3 shows the number of messages used in each round of the algorithm, and relates that number to the number of processes already visited by any message as well as the number of destinations of that message.

As multiple messages are received in any one round from each of the other processes, they can be distinguished using the \text{List}, or by using a scheduling

<table>
<thead>
<tr>
<th>Round number</th>
<th>A message has already visited</th>
<th>Aims to tolerate these many failures</th>
<th>Each message gets sent to</th>
<th>Total number of messages in round</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>( f )</td>
<td>( n - 1 )</td>
<td>( n - 1 )</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>( f - 1 )</td>
<td>( n - 2 )</td>
<td>( (n - 1) \cdot (n - 2) )</td>
</tr>
<tr>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
</tr>
<tr>
<td>( x )</td>
<td>( x )</td>
<td>( (f + 1) - x )</td>
<td>( n - x )</td>
<td>( (n - 1)(n - 2) \ldots (n - x) )</td>
</tr>
<tr>
<td>( x + 1 )</td>
<td>( x + 1 )</td>
<td>( (f + 1) - x )</td>
<td>( n - x - 1 )</td>
<td>( (n - 1)(n - 2) \ldots (n - x - 1) )</td>
</tr>
<tr>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
</tr>
<tr>
<td>( f + 1 )</td>
<td>( f + 1 )</td>
<td>0</td>
<td>( n - f - 1 )</td>
<td>( (n - 1)(n - 2) \ldots (n - f - 1) )</td>
</tr>
</tbody>
</table>
algorithm within each round. A detailed iterative version of the high-level recursive algorithm is given in Algorithm 14.3. Lines 2a–2e correspond to the unfolding actions of the recursive pseudo-code, and lines 2f–2h correspond to the folding of the recursive pseudo-code. Two operations are defined in the list $L$: $\text{head}(L)$ is the first member of the list $L$, whereas $\text{tail}(L)$

(variables)

- boolean: $v \leftarrow -$ initial value;
- integer: $f \leftarrow -$ maximum number of malicious processes, $\leq \lceil (n - 1)/3 \rceil$;

(tree of boolean):
- level 0 root is $v^L_{\text{init}}$, where $L = \langle \rangle$;
- level $h$ ($f \geq h > 0$) nodes: for each $v^L_j$ at level $h - 1 = \text{sizeof}(L)$, its $n - 2 - \text{sizeof}(L)$ descendants at level $h$ are $v^{\text{concat}(j),L}_k$, $\forall k$ such that $k \neq j, i$ and $k$ is not a member of list $L$.

(message type)

$OM(v, \text{Dest}, \text{List}, \text{faulty})$, where the parameters are as in the recursive formulation.

1. Initiator (i.e., commander) initiates the oral Byzantine agreement:
   1a) send $OM(v, N - \{i\}, \langle P_i \rangle, f)$ to $N - \{i\}$;
   1b) return $(v)$.

2. (Non-initiator, i.e., lieutenant) receives the oral message ($OM$):
   2a) for $\text{rnd} = 0$ to $f$ do
   2b) for each message $OM$ that arrives in this round, do
   2c) receive $OM(v, \text{Dest}, L = \langle P_k, \ldots P_{k+1-\text{faulty}} \rangle, \text{faulty})$ from $P_k$;
      // faulty + rnd = $f$; $|\text{Dest}| + \text{sizeof}(L) = n$
   2d) $v^{\text{head(L)}}_{\text{tail(L)}} \leftarrow v$; $\text{sizeof}(L) + \text{faulty} = f + 1$. fill in estimate.
   2e) send $OM(v, \text{Dest} - \{i\}, \langle P_i, P_k, \ldots P_{k+1-\text{faulty}} \rangle, \text{faulty} - 1)$
      to $\text{Dest} - \{i\}$ if $\text{rnd} < f$;
   2f) for level = $f - 1$ down to 0 do
   2g) for each of the $1 \cdot (n - 2) \cdot \ldots \cdot (n - (\text{level} + 1))$ nodes $v^L_x$ in level
      level, do
   2h) $v^L_x(x \neq i, x \notin L) = \text{majority}_{y \notin \text{concat}((x),L); y \neq i}(v^L_y, v^{\text{concat}(x),L}_y)$;

Algorithm 14.3 Byzantine generals algorithm – exponential number of unsigned messages, $n > 3f$.

Iterative formulation. Code for process $P_i$,

is the list $L$ after removing its first member. Each process maintains a tree of boolean variables. The tree data structure at a non-initiator is used as follows:

- There are $f + 1$ levels from level 0 through level $f$.
- Level 0 has one root node, $v^L_{\text{init}}$, after round 1.
14.4 Agreement in (message-passing) synchronous systems with failures

- Level $h$, $0 < h \leq f$ has $1 \cdot (n - 2) \cdot (n - 3) \cdots (n - h) \cdot (n - (h + 1))$ nodes after round $h + 1$. Each node at level $(h - 1)$ has $(n - (h + 1))$ child nodes.
- Node $v_k^L$ denotes the command received from the node head$(L)$ by node $k$ which forwards it to node $i$. The command was relayed to head$(L)$ by head$(tail(L))$, which received it from head$(tail(tail(L)))$, and so on. The very last element of $L$ is the commander, denoted $P_{init}$.
- In the $f + 1$ rounds of the algorithm (lines 2a–2e of the iterative version), each level $k$, $0 \leq k \leq f$, of the tree is successively filled to remember the values received at the end of round $k + 1$, and with which the process sends the multiple instances of the OM message with the fourth parameter as $f - (k + 1)$ for round $k + 2$ (other than the final terminating round).
- For each message that arrives in a round (lines 2b–2c of the iterative version), a process sets $v_{head(L)}^{tail(L)}$ (line 2d). It then removes itself from Dests, prepends itself to $L$, decrements faulty, and forwards the value $v$ to the updated Dests (line 2e).
- Once the entire tree is filled from root to leaves, the actions in the folding of the recursion are simulated in lines 2f–2h of the iterative version, proceeding from the leaves up to the root of the tree. These actions are crucial – they entail taking the majority of the values at each level of the tree. The final value of the root is the agreement value, which will be the same at all processes.

**Example**  Figure 14.5 shows the tree at a lieutenant node $P_3$, for $n = 10$ processes $P_0$ through $P_9$ and $f = 3$ processes. The commander is $P_0$. Only one branch of the tree is shown for simplicity. The reader is urged to work through all the steps to ensure a thorough understanding. Some key steps from $P_3$’s perspective are outlined next, with respect to the iterative formulation of the algorithm.

**Figure 14.5** Local tree at $P_3$ for solving the Byzantine agreement, for $n = 10$ and $f = 3$. Only one branch of the tree is shown for simplicity.
• **Round 1**  \(P_0\) sends its value to all other nodes. This corresponds to invoking \textit{Oral\_Msg}(3) in the recursive formulation. At the end of the round, \(P_3\) stores the received value in \(v^{(0)}_3\).

• **Round 2**  \(P_3\) acts as a source for this value and sends this value to all nodes except itself and \(P_0\). This corresponds to invoking \textit{Oral\_Msg}(2) in the recursive formulation. Thus, \(P_3\) sends 8 messages. It will receive a similar message from all other nodes except \(P_0\) and itself; the value received from \(P_k\) is stored in \(v^{(0)}_k\).

• **Round 3** For each of the 8 values received in round 2, \(P_3\) acts as a source and sends the values to all nodes except (i) itself, (ii) nodes visited previously by the corresponding value, as remembered in the superscript list, and (iii) the direct sender of the received message, as indicated by the subscript. This corresponds to invoking \textit{Oral\_Msg}(1) in the recursive formulation. Thus, \(P_3\) sends 7 messages for each of these 8 values, giving a total of 56 messages it sends in this round. Likewise it receives 56 messages from other nodes; the values are stored in level 2 of the tree.

• **Round 4** For each of the 56 messages received in round 3, \(P_3\) acts a source and sends the values to all nodes except (i) itself, (ii) nodes visited previously by the corresponding value, as remembered in the superscript list, and (iii) the direct sender of the received message, as indicated by the subscript. This corresponds to invoking \textit{Oral\_Msg}(0) in the recursive formulation. Thus, \(P_3\) sends 6 messages for each of these 56 values, giving a total of 336 messages it sends in this round. Likewise, it receives 336 messages, and the values are stored at level 3 of the tree. As this round is \textit{Oral\_Msg}(0), the received values are used as estimates for computing the majority function in the folding of the recursion.

An example of the majority computation is as follows:

• \(P_3\) revises its estimate of \(v^{(5,0)}_7\) by taking \textit{majority} \((v^{(5,0)}_7, v^{(7,5,0)}_1, v^{(7,5,0)}_2, v^{(7,5,0)}_4, v^{(7,5,0)}_6, v^{(7,5,0)}_8, v^{(7,5,0)}_9)\). Similarly for the other nodes at level 2 of the tree.

• \(P_3\) revises its estimate of \(v^{(0)}_5\) by taking \textit{majority} \((v^{(0)}_5, v^{(5,0)}_1, v^{(5,0)}_2, v^{(5,0)}_4, v^{(5,0)}_6, v^{(5,0)}_7, v^{(5,0)}_8, v^{(5,0)}_9)\). Similarly for the other nodes at level 1 of the tree.

• \(P_3\) revises its estimate of \(v^{(0)}_0\) by taking \textit{majority} \((v^{(0)}_0, v^{(0)}_1, v^{(0)}_2, v^{(0)}_4, v^{(0)}_5, v^{(0)}_6, v^{(0)}_7, v^{(0)}_8, v^{(0)}_9)\). This is the consensus value.

**Correctness**

The correctness of the Byzantine agreement algorithm (Algorithm 14.3) can be observed from the following two informal inductive arguments. Here we assume that the \textit{Oral\_Msg} algorithm is invoked with parameter \(x\), and that there are a total of \(f\) malicious processes. There are two cases depending on
whether the commander is malicious. A malicious commander causes more
chaos than an honest commander.

Loyal commander
Given $f$ and $x$, if the commander process is loyal, then $Oral\_Msg (x)$ is
correct if there are at least $2f + x$ processes.
This can easily be seen by induction on $x$:

- For $x = 0$, $Oral\_Msg (0)$ is executed, and the processes simply use the
  (loyal) commander’s value as the consensus value.
- Now assume the above induction hypothesis for any $x$.
- Then for $Oral\_Msg (x + 1)$, there are $2f + x + 1$ processes including the
  commander. Each loyal process invokes $Oral\_Msg (x)$ to broadcast the
  (loyal) commander’s value $v_0$ – here it acts as a commander for this
  invocation it makes. As there are $2f + x$ processes for each such invocation,
  by the induction hypothesis, there is agreement on this value (at all the
  honest processes) – this would be at level 1 in the local tree in the folding
  of the recursion. In the last step, each loyal process takes the majority of
  the direct order received from the commander (level 0 entry of the tree),
  and its estimate of the commander’s order conveyed to other processes as
  computed in the level 1 entries of the tree. Among the $2f + x$ values taken
  in the majority calculation (this includes the commanders’s value but not
  its own), the majority is loyal because $x > 0$. Hence, taking the majority
  works.

No assumption about commander
Given $f$, $Oral\_Msg (x)$ is correct if $x \geq f$ and there are a total of $3x + 1$ or
more processes.
This case accounts for both possibilities – the commander being malicious
or honest. An inductive argument is again useful.

- For $x = 0$, $Oral\_Msg (0)$ is executed, and as there are no malicious pro-
  cesses ($0 \geq f$) the processes simply use the (loyal) commander’s value as
  the consensus value. Hence the algorithm is correct.
- Now assume the above induction hypothesis for any $x$.
- Then for $Oral\_Msg (x + 1)$, there are at least $3x + 4$ processes including
  the commander and at most $x + 1$ are malicious.

  - (Loyal commander:) If the commander is loyal, then we can apply the
    argument used for the “loyal commander” case above, because there
    will be more than $(2(f + 1) + (x + 1))$ total processes.
  - (Malicious commander:) There are now at most $x$ other malicious
    processes and $3x + 3$ total processes (excluding the commander). From
    the induction hypothesis, each loyal process can compute the consensus
    value using the majority function in the protocol.
Illustration of arguments

In Figure 14.6(a), the commander who invokes \textit{Oral\_Msg} \((x)\) is loyal, so all the loyal processes have the same estimate. Although the subsystem of \(3x\) processes has \(x\) malicious processes, all the loyal processes have the same view to begin with. Even if this case repeats for each nested invocation of \textit{Oral\_Msg}, even after \(x\) rounds, among the processes, the loyal processes are in a simple majority, so the majority function works in having them maintain the same common view of the loyal commander’s value. (Of course, had we known the commander was loyal, then we could have terminated after a single round, and neither would we be restricted by the \(n > 3x\) bound.) In Figure 14.6(b), the commander who invokes \textit{Oral\_Msg} \((x)\) may be malicious and can send conflicting values to the loyal processes. The subsystem of \(3x\) processes has \(x - 1\) malicious processes, but all the loyal processes do not have the same view to begin with.

Complexity

The algorithm requires \(f + 1\) rounds, an exponential amount of local memory, and

\[(n - 1) + (n - 1)(n - 2) + \cdots + [(n - 1)(n - 2) \cdots (n - f - 1)]\] messages.

Phase-king algorithm for consensus: polynomial (synchronous system)

The Lamport–Shostak–Pease algorithm [21] requires \(f + 1\) rounds and can tolerate up to \(f \leq \lfloor\frac{n - 1}{3}\rfloor\) malicious processes, but requires an exponential number of messages. The \textit{phase-king} algorithm proposed by Berman and Garay [4] solves the consensus problem under the same model, requiring \(f + 1\) phases, and a polynomial number of messages (which is a huge saving).

\textbf{Figure 14.6} The effects of a loyal or a disloyal commander in a system with \(n = 14\) and \(f = 4\). The subsystems that need to tolerate \(k\) and \(k - 1\) traitors are shown for two cases. (a) Loyal commander. (b) No assumptions about commander.
but can tolerate only $f < \lceil n/4 \rceil$ malicious processes. The algorithm is so called because it operates in $f + 1$ phases, each with two rounds, and a unique process plays an asymmetrical role as a leader in each round.

The phase-king algorithm is given in Algorithm 14.4, and assumes a binary decision variable. The message pattern is illustrated in Figure 14.7.

---

(variables)

**boolean**: $v \leftarrow$ initial value;

**integer**: $f \leftarrow$ maximum number of malicious processes, $f < \lceil n/4 \rceil$;

(1) Each process executes the following $f + 1$ phases, where $f < n/4$:

(1a) **for** phase $= 1$ **to** $f + 1$ **do**

(1b) Execute the following round 1 actions:

(1c) **broadcast** $v$ to all processes;

(1d) **await** value $v_j$ from each process $P_j$;

(1e) $majority \leftarrow$ the value among the $v_j$ that occurs $> n/2$ times (default value if no majority);

(1f) $mult \leftarrow$ number of times that $majority$ occurs;

(1g) Execute the following round 2 actions:

(1h) **if** $i = \text{phase}$ **then**

(1i) **broadcast** $majority$ to all processes;

(1j) **receive** $tiebreaker$ from $P_{\text{phase}}$ (default value if nothing is received);

(1k) **if** $mult > n/2 + f$ **then**

(1l) $v \leftarrow$ $majority$;

(1m) **else** $v \leftarrow$ $tiebreaker$;

(1n) **if** $phase = f + 1$ **then**

(1o) output decision value $v$.

**Algorithm 14.4** Phase-king algorithm [4] – polynomial number of unsigned messages, $n > 4f$. Code is for process $P_i$, $1 \leq i \leq n$.

---

**Figure 14.7** Message pattern for the phase-king algorithm.
• **Round 1** In the first round (lines 1b–1f) of each phase, each process broadcasts its estimate of the consensus value to all other processes, and likewise awaits the values broadcast by others. At the end of the round, it counts the number of “1” votes and the number of “0” votes. If either number is greater than \( n/2 \), then it sets its *majority* variable to that consensus value, and sets *mult* to the number of votes received for the majority value. If neither number is greater than \( n/2 \), which may happen when the malicious processes do not respond, and the correct processes are split among themselves, then a default value is used for the *majority* variable.

• **Round 2** In the second round (lines 1g–1o) of each phase, the phase king initiates processing – the phase king for phase \( k \) is the process with identifier \( P_k \), where \( k \in \{1 \ldots n\} \). The phase king broadcasts its majority value *majority*, which serves the role of a tie-breaker vote for those other processes that have a value of *mult* of less than \( n/2 + f \). Thus, when a process receives the tie-breaker from the phase king, it updates its estimate of the decision variable \( v \) to the value sent by the phase king if its own *mult* variable < \( n/2 + f \). The reason for this is that among the votes for its own *majority* value, \( f \) votes could be bogus and hence it does not have a clear majority of votes (i.e., > \( n/2 \)) from the non-malicious processes. Hence, it adopts the value of the phase king. However, if *mult* > \( n/2 + f \) (lines 1k–1l), then it has received a clear majority of votes from the non-malicious processes, and hence it updates its estimate of the consensus variable \( v \) to its own majority value, irrespective of what tie-breaker value the phase king has sent in the second round.

At the end of \( f + 1 \) phases, it is guaranteed that the estimate \( v \) of all the processes is the correct consensus value.

**Correctness**

The correctness reasoning is in three steps:

1. Among the \( f + 1 \) phases, the phase king of some phase \( k \) is non-malicious because there are at most \( f \) malicious processes.

2. As the phase king of phase \( k \) is non-malicious, all non-malicious processes can be seen to have the same estimate value \( v \) at the end of phase \( k \). Specifically, observe that any two non-malicious processes \( P_i \) and \( P_j \) can set their estimate \( v \) in three ways:

   (a) Both \( P_i \) and \( P_j \) use their own *majority* values. Assume \( P_i \)'s *majority* value is \( x \), which implies that \( P_i \)'s *mult* > \( n/2 + f \), and of these voters, at least \( n/2 \) are non-malicious. This implies that \( P_j \) must also have received at least \( n/2 \) votes for \( x \), implying that its majority value *majority* must also be \( x \).
(b) Both $P_i$ and $P_j$ use the phase king’s tie-breaker value. As $P_k$ is non-
malicious it must have sent the same tie-breaker value to both $P_i$ and $P_j$.
(c) $P_i$ uses its majority value as the new estimate and $P_j$ uses the phase
king’s tie-breaker as the new estimate. Assume $P_i$’s majority value is $x$, which implies that $P_i$’s $\text{mult} > n/2 + f$, and of these voters, at
least $n/2$ are non-malicious. This implies that phase king $P_k$ must also
have received at least $n/2$ votes for $x$, implying that its majority value $\text{majority}$ that it sends as tie-breaker must also be $x$.

For all three possibilities, any two non-malicious processes $P_i$ and $P_j$ agree
on the consensus estimate at the end of phase $k$, where the phase king $P_k$
is non-malicious.

3. All non-malicious processes have the same consensus estimate $x$ at the
start of phase $k + 1$ and they continue to have the same estimate at the end
of phase $k + 1$. This is self-evident because we have that $n > 4f$ and each
non-malicious process receives at least $n - f > n/2 + f$ votes for $x$ from
the other non-malicious processes in the first round of phase $k + 1$. Hence,
all the non-malicious processes retain their estimate $v$ of the consensus
value as $x$ at the end of phase $k + 1$.

The same logic holds for all subsequent phases. Hence, the consensus
value is correct.

Complexity
The algorithm requires $f + 1$ phases with two sub-rounds in each phase, and
$(f + 1)[(n - 1)(n + 1)]$ messages.

14.5 Agreement in asynchronous message-passing systems with failures

14.5.1 Impossibility result for the consensus problem

Fischer et al. [12] showed a fundamental result on the impossibility of
reaching agreement in an asynchronous (message-passing) system, even if
a single process is allowed to have a crash failure. This result, popularly
known as the FLP impossibility result, has a significant impact on the field of
designing distributed algorithms in a failure-susceptible system. The correct-
ness proof of this result also introduced the important notion of $\text{valency}$ of
global states.

For any global state $GS$, let $v(GS)$ denote the set of possible values that can
be agreed upon in some global state reachable from $GS$. $|v(GS)|$ is defined as
the $\text{valency}$ of global state $GS$. For a boolean decision value, a global state can
be $\text{bivalent}$, i.e., have a valency of two, or $\text{monovalent}$, i.e., having a valency
of one. A monovalent state $GS$ is $1$-$\text{valent}$ if $v(GS) = \{1\}$ and it is $0$-$\text{valent}$
if $v(GS) = \{0\}$. Bivalency of a global state captures the idea of uncertainty.
in the decision, as either a 0-valent or a 1-valent state may be reachable from this bivalent state.

In an (asynchronous) failure-free system, Section 14.3 showed how to design protocols that can reach consensus. Observe that the consensus value can be solely determined by the inputs. Hence, the initial state is monovalent.

In the face of failures, it can be shown that a consensus protocol necessarily has a bivalent initial state (assuming each process can have an arbitrary initial value from \(\{0, 1\}\), to rule out trivial solutions). This argument is by contradiction. Clearly, the initial state where inputs are all 0 is 0-valent and the initial state where inputs are all 1 is 1-valent. Transforming the input assignments from the all-0 case to the all-1 case, observe that there must exist input assignments \(\vec{I}_a\) and \(\vec{I}_b\) that are 0-valent and 1-valent, respectively, and that they differ in the input value of only one process, say \(P_i\). If a 1-failure tolerant consensus protocol exists, then:

1. Starting from \(\vec{I}_a\), if \(P_i\) fails immediately, the other processes must agree on 0 due to the termination condition.
2. Starting from \(\vec{I}_b\), if \(P_i\) fails immediately, the other processes must agree on 1 due to the termination condition.

However, execution 2 looks identical to execution 1, to all processes, and must end with a consensus value of 0, a contradiction. Hence, there must exist at least one bivalent initial state.

Observe that reaching consensus requires some form of exchange of the initial values (either by message-passing or shared memory, depending on the model). Hence, a running process cannot make a unilateral decision on the consensus value. The key idea of the impossibility result is that, in the face of a potential process crash, it is not possible to distinguish between a crashed process and a process or link that is extremely slow. Hence, from a bivalent state, it is not possible to transition to a monovalent state. More specifically, the argument runs as follows. For a protocol to transition from a bivalent global state to a monovalent global state, and using the global time interleaved model for reasoning in the proof, there must exist a critical step execution that changes the valency by making a decision on the consensus value. There are two possibilities:

- **The critical step** is an event that occurs at a single process. However, other processes cannot tell apart the two scenarios in which this process has crashed, and in which this process is extremely slow. In both scenarios, the other processes can continue to wait forever and hence the processes may not reach a consensus value, remaining in bivalent state.
- **The critical step** occurs at two or more independent (i.e., not send–receive related) events at different processes. However, as independent events at different processes can occur in any permutation, the critical step is not well-defined and hence this possibility is not admissible.
Thus, starting from a bivalent state, it is not possible to transition to a monovalent state. This is the key to the impossibility result for reaching consensus in asynchronous systems.

The impossibility result is significant because it implies that all problems to which the agreement problem can be reduced are also not solvable in any asynchronous system in which crash failures may occur. As all real systems are prone to crash failures, this result has practical significance. We can show that all the problems, such as the following, requiring consensus are not solvable in the face of even a single crash failure:

- The leader election problem.
- The computation of a network-side global function using broadcast-convergecast flows.
- Terminating reliable broadcast.
- Atomic broadcast.

The common strategy is to use a reduction mapping from the consensus problem to the problem $X$ under consideration. We need to show that, by using an algorithm to solve $X$, we can solve consensus. But as consensus is unsolvable, so must be problem $X$.

### 14.5.2 Terminating reliable broadcast

As an example, consider the terminating reliable broadcast problem, which states that a correct process always gets a message even if the sender crashes while sending. If the sender crashes while sending the message, the message may be a null message but it must be delivered to each correct process. The formal specification of reliable broadcast was studied in Chapter 6; here we have an additional termination condition, which states that each correct process must eventually deliver some message.

- **Validity** If the sender of a broadcast message $m$ is non-faulty, then all correct processes eventually deliver $m$.
- **Agreement** If a correct process delivers a message $m$, then all correct processes deliver $m$.
- **Integrity** Each correct process delivers a message at most once. Further, if it delivers a message different from the null message, then the sender must have broadcast $m$.
- **Termination** Every correct process eventually delivers some message.

The reduction from consensus to terminating reliable broadcast is as follows. A commander process broadcasts its input value using the terminating reliable broadcast. A process decides on a “0” or “1” depending on whether it receives “0” or “1” in the message from this process. However, if it receives the null message, it decides on a default value. As the broadcast is done using the terminating reliable broadcast, it can be seen that the conditions...
of the consensus problem (Section 14.1.1) are satisfied. But as consensus
is not solvable, an algorithm to implement terminating reliable broadcast
cannot exist.

### 14.5.3 Distributed transaction commit

Database transactions require the commit operation to preserve the ACID
properties (atomicity, consistency, integrity, durability) of transactional
semantics. The commit operation requires polling all participants whether the
transaction should be committed or rolled back. Even a single rollback vote
requires the transaction to be rolled back. Whatever the decision, it is con-
vveyed to all the participants in the transaction. Clearly, this can be seen to be a
consensus problem. Exercise 14.5 asks you to formally prove that distributed
commit is not solvable under a crash failure.

Despite the unsolvability of the distributed commit problem under crash
failure, the (blocking) two-phase commit and the non-blocking three-phase
commit protocols do solve the problem. This is because the protocols use
a somewhat different model in practice, than that used for our theoretical
analysis of the consensus problem. The two-phase protocol waits indefinitely
for a reply, and it is assumed that a crashed node eventually recovers and sends
in its vote. Optimizations such as presumed abort and presumed commit are
pessimistic and optimistic solutions that are not guaranteed to be correct under
all circumstances. Similarly, the three-phase commit protocol uses timeouts
to default to the “abort” decision when the coordinator does not get a reply
from all the participants within the timeout period.

### 14.5.4 $k$-set consensus

Although consensus is not solvable in an asynchronous system under crash
failures, a weaker version, known as the $k$-set consensus problem [6], is
solvable as long as the number of crash failures $f$ is less than the parameter
$k$. The parameter $k$ indicates that the nonfaulty processes agree on different
values, as long as the size of the set of values agreed upon is bounded by $k$.

Assuming that the consensus value is from a multi-valued domain, the
problem specification is as follows:

- **$k$-agreement** All non-faulty processes must make a decision, and the set
  of values that the processes decide on can contain up to $k$ values.
- **Validity** If a non-faulty process decides on some value, then that value
  must have been proposed by some process.
- **Termination** Each non-faulty process must eventually decide on a value.

The $k$-agreement condition is new, the validity condition is different from
that for regular consensus, and the termination condition is unchanged from
that for regular consensus. The protocol in Algorithm 14.5 can be seen to
solve $k$-set consensus in a straightforward manner, as long as the number of crash failures $f$ is less than $k$. Let $n = 10$, $f = 2$, $k = 3$ and let each process propose a unique value from $\{1, 2, \ldots, 10\}$. Then the 3-set is $\{8, 9, 10\}$.

(variables)
integer: $v \leftarrow$ initial value;

(1) A process $P_i$, $1 \leq i \leq n$, executes $k$-set consensus:
  (1a) broadcast $v$ to all processes;
  (1b) await values from $|N| - f$ processes and add them to set $V$;
  (1c) decide on $\max(V)$.

Algorithm 14.5 Protocol for $k$-set consensus [6]. Code shown is for process $P_i$, $1 \leq i \leq n$.

### 14.5.5 Approximate agreement

Another weaker version of consensus that is solvable in an asynchronous system under crash failures is known as the approximate consensus problem. Like $k$-set consensus, approximate agreement also assumes the consensus value is from a multi-valued domain. However, rather than restricting the set of consensus values to a set of size $k$, $\epsilon$-approximate agreement requires that the agreed upon values by the non-faulty processes be within $\epsilon$ of each other.

The problem specification is as follows.

- **$\epsilon$-agreement**  All non-faulty processes must make a decision and the values decided upon by any two non-faulty processes must be within $\epsilon$ range of each other.
- **Validity**  If a non-faulty process $P_i$ decides on some value $v_i$, then that value must be within the range of values initially proposed by the processes.
- **Termination**  Each non-faulty process must eventually decide on a value.

Algorithm outline
The Dolev et al. [7] algorithm to solve approximate agreement in the message-passing model is studied next. The algorithm for the message-passing model assumes $n \geq 5f + 1$, although the problem is solvable for $n > 3f + 1$.

The asynchronous approximate agreement algorithm simulates synchronous communication by operating in rounds (Algorithm 14.6). Lines 1a–1c perform the initialization computation to decide the number of synchronous rounds to be simulated. We will examine this logic after examining the rest of the algorithm. The main loop, in lines 1d–1f, performs an all-to-all message exchange asynchronously for the determined number of rounds. In each round (simulated by Asynchronous_Exchange), a process broadcasts its estimate of the agreement value, and awaits $n - f$ such messages from other processes before moving to the next round. After each round, each process revises its estimate of the consensus value. The estimate is revised in such a way that the choices of the different processes are guaranteed to converge at a certain rate.
Consensus and agreement algorithms

(variables)

**real**: $v \leftarrow $ input value;  // initial value

**multiset of real** $V$;

**integer** $r \leftarrow 0$;  // number of rounds to execute

1. Execution at process $P_i$, $1 \leq i \leq n$:
   1a. $V \leftarrow \text{Asynchronous}_\text{Exchange}(v, 0)$;
   1b. $v \leftarrow $ any element in$(\text{reduce}^{2f}(V))$;
   1c. $r \leftarrow \lceil \log_c(\text{diff}(V))/\epsilon \rceil$, where $c = c(n - 3f, 2f)$.
   1d. for round from 1 to $r$ do
       1e. $V \leftarrow \text{Asynchronous}_\text{Exchange}(v, \text{round})$;
       1f. $v \leftarrow \text{new}_{2f,f}(V)$;
       1g. broadcast $\langle v, \text{halt} \rangle$, $r + 1$;
       1h. output $v$ as decision value.

2. $\text{Asynchronous}_\text{Exchange}(v, h)$ returns $V$:
   2a. broadcast $\langle v, h \rangle$ to all processes;
   2b. await $n - f$ responses belonging to round $h$ and add to $V$;
   2c. for each process $P_k$ that sent $\langle x, \text{halt} \rangle$ as value, use $x$ as its input henceforth;
   2d. return the multiset $V$.

**Algorithm 14.6** Asynchronous approximation agreement algorithm [7]. Here, $n \geq 5f + 1$.

Consider any sorted collection $U$. The new estimate of a process is chosen by computing $\text{new}_{k,f}(U)$, which is parameterized by $k$ and $f$, and defined as $\text{mean}(\text{select}_k(\text{reduce}^f(U)))$:

- $\text{reduce}^f(U)$ removes the $f$ largest and $f$ smallest members of $U$.
- $\text{select}_k(U)$ selects every $k$th member of $U$, beginning with the first. If $U$ has $m$ members, $\text{select}_k(U)$ has $c(m, k) = [(m - 1)/k] + 1$ members. This constant $c$ represents a convergence factor towards the final agreement value, i.e., if $x$ is the range of possible values held by correct processes before a round, then $x/c$ is the possible range of estimate values held by those processes after that round.

**Illustration of definitions**

Figure 14.8 shows the $\text{select}_k(\text{reduce}^f(U))$ operation, with $k = 5$ and $f = 4$. The mean of the selected members is the new estimate $\text{new}_{5,4}(U)$.

The algorithm uses $m = n - 3f$ and $k = 2f$. So $c(n - 3f, 2f)$ will represent the convergence factor towards reaching approximate agreement and $\text{new}_{2f,f}$ is the new estimate after each round. The choice of these parameters will be justified.
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Figure 14.8 Illustrating \( \text{select}_k(\text{reduce}^f(U)) \), with \( k = 5 \) and \( f = 4 \). \( \text{reduce}^4(U) \) has 26 members, hence \( c(26, 5) = 6 \) members are selected.

Shaded members belong to \( \text{select}_5(\text{reduce}^5(U)) \)

Notation

The algorithm uses multisets, which are sets with repeating elements included. Union, intersection, and set difference operations on multisets are natural extensions of the counterparts for regular sets. \( \text{mean}(U) \) is the arithmetic mean of \( U \), calculated by considering each instance in the multiset. \( \text{min}(U) \) and \( \text{max}(U) \) are defined as for sets. \( \text{range}(U) \) is the interval \([\text{min}(U), \text{max}(U)]\). \( \text{diff}(U) \) is \( \text{max}(U) - \text{min}(U) \).

Some essential combinatorial results are first proved. Let \( |U| = m \), and let the \( m \) elements \( u_0 \ldots u_{m-1} \) of multiset \( U \) be in non-decreasing order. The following properties on non-empty multisets \( U, V, \) and \( W \) can easily be seen:

- **Property 1** The number of the elements in multisets \( U \) and \( V \) is reduced by at most 1 when the smallest element is removed from both. Similarly for the largest element.
- **Property 2** The number of elements common to \( U \) and \( V \) before and after \( j \) reductions differ by at most \( 2j \). Thus, for \( j \geq 0 \) and \( |V|, |W| \geq 2j \), \( |V \cap W| - |\text{reduce}^j(V) \cap \text{reduce}^j(W)| \leq 2j \).
- **Property 3** Let \( V \) contain at most \( j \) values not in \( U \), i.e., \( |V - U| \leq j \), and let size of \( V \) be at least \( 2j \). Then by removing the \( j \) low and \( j \) high elements from \( V \), it is easy to see that remaining elements in \( V \) must belong to the range of \( U \), see Figure 14.9. Thus,
• each value in \( \text{reduce}^i(V) \) is in the range of \( U \), i.e., \( \text{range}(\text{reduce}^i(V)) \subseteq \text{range}(U) \);

- \( \text{new}_{k,f}(V) \in \text{range}(U) \).

**Convergence rate of approximation**

Let \( U \) be the multiset of estimates, one estimate per correct process, at the start of a round. Let \( V \) and \( W \) be the multisets received at two arbitrary correct processes in that round. The processes use the approximation function to choose their values for the next round. The new estimates chosen by any two arbitrary correct processes, using the approximation function \( \text{new}_{k,f} \), are guaranteed to be within \( \text{range}(U)/c(m, k) \) of each other, when (i) \( |V| = |W| = m \), (ii) \( |W - V|, |V - W| \leq k \), and (iii) \( |V - U|, |W - U| \leq f \).

**Convergence rate**

Let \( k > 0 \), \( f \geq 0 \), and \( m > 2f \). For the multisets received, \( |V| = |W| = m \). Let the multisets received differ from \( U \) in at most \( f \) elements (\( |V - U|, |W - U| \leq f \)), and let the multisets received differ from each other in at most \( k \) elements (\( |W - V|, |V - W| \leq k \)). Then

\[
|\text{new}_{k,f}(V) - \text{new}_{k,f}(W)| \leq \text{diff}(U)/c(m - 2f, k).
\]  

(14.1)

The proof of this relationship is outlined next. There are exactly \( m - 2f \) members in each of \( M = \text{reduce}^i(V) \) and \( N = \text{reduce}^i(W) \). Hence, \( \text{select}_k(M) = \{m_0, m_1, \ldots m_{c-1}\} \) and \( \text{select}_k(N) = \{n_0, n_1, \ldots n_{c-1}\} \), where \( \text{select}_k(M) \) and \( \text{select}_k(N) \) each have \( c = c(m - 2f, k) \) members. Observe that (i) at least \( ki + 1 \) members of \( M \) are less than or equal to any \( m_i \) (likewise for \( N \)). Also, (ii) at most \( ki \) members of \( M \) are less than \( m_i \) (likewise for \( N \)). The following can be shown using the earlier properties and definitions:

\[
\max(m_i, n_i) \leq \min(m_{i+1}, n_{i+1}), \quad \text{where } 0 \leq i \leq c - 2.
\]  

(14.2)

This directly follows if \( m_i \leq n_{i+1} \) and \( n_i \leq m_{i+1} \) can be shown.

Assume to the contrary that \( m_i > n_{i+1} \). From (i), at least \( ki + 1 \) elements of \( N \) are less than or equal to \( n_{i+1} \), and hence less than \( m_i \). But from (ii), at most \( ki \) elements of \( M \) are less than \( m_i \). Hence, at least \( k + 1 \) elements in \( N \) are not in \( M \), i.e., \( |N - M| \geq k + 1 \).

Observe that \( |W - V| \leq k \) and \( |W \cap V| \geq m - k \). Using property 2, this implies that \( |N \cap M| \geq m - k - 2f \) and hence \( |N - M| \leq (m - 2f) - (m - k - 2f) \leq k \).

This contradicts the conclusion of the assumption about \( m_i > n_{i+1} \). Hence, \( m_i \leq n_{i+1} \). Symmetrically, \( n_i \leq m_{i+1} \) can be shown. Therefore, Eq. (14.2) holds:

\[
|\text{new}_{k,f}(V) - \text{new}_{k,f}(W)| = \frac{1}{c} \sum_{i=0}^{c-1} (m_i - n_i) \leq \frac{1}{c} \sum_{i=0}^{c-1} |m_i - n_i|
\]

\[
= \frac{1}{c} \sum_{i=0}^{c-1} (\max(m_i, n_i) - \min(m_i, n_i))
\]
Using Eq. (14.2) in the R.H.S., expanding terms, and simplifying:

\[ |new_{k,f}(V) - new_{k,f}(W)| \leq \frac{1}{c}(\max(m_{c-1}, n_{c-1}) - \min(m_0, n_0)). \]

Using property 3, \( \max(m_{c-1}, n_{c-1}) - \min(m_0, n_0) \leq \text{range}(U) \) and Eq. (14.1) follows.

**Correctness**

Let \( T \), the set of correct processes, be such that \( |T| \geq n - f \). Let \( U \) and \( U' \) be the multiset of estimates (one estimate from each process) before and after some round \( h \). \( |V| = |W| = n - f \). Also, \( |V - U|, |W - U| \leq f \) because at most \( f \) processes are faulty. \( |V \cap W| \geq n - 3f \) because both \( p \) and \( q \) would have received the same values from the correct processes from which both received messages. Hence, the difference between \( V \) and \( W \), \( |V - W| = |W - V| = |V| - |V \cap W| \leq 2f \) (the upper bound on this was denoted as \( k \) in Eq. (14.1)).

Then, we have the following:

- **\( \epsilon \)-agreement** \( |new_{2f,f}(V) - new_{2f,f}(W)| \leq \text{diff}(U)/c(n - 3f, 2f) \). This immediately follows by observing that the multisets \( U, V, \) and \( W \) satisfy Eq. (14.1) when \( m \) is set to \( n - f \) and \( k \) is set to \( 2f \), and hence \( c(m - 2f, k) \) becomes \( c(n - 3f, 2f) \).

This inequality implies that the range of the multiset of estimates chosen by all processes in \( T \) reduces by a factor of \( c(n - 3f, 2f) \). This \( \geq 2 \) as the algorithm assumes that \( n \geq 5f + 1 \). Hence, after a logarithmic number of iterations (determined in lines 1a–1c and described below), this range reduces to below \( \epsilon \).

- **Validity** \( \text{range}(U') \subseteq \text{range}(U) \). As the multisets \( U \) and \( V \) satisfy Property 3, we have that \( new_{2f,f}(V) \in \text{range}(U) \). For each round, it can be seen that the value of each correct process is within the range of the values of the correct processes at the start of the first round.

**Initialization (lines 1a–1c)**

The upper bound on the number of iterations is determined in the initialization phase, in lines 1a–1c. Let the multisets of estimates received by two arbitrary correct processes \( P_p \) and \( P_q \) after line 1a be \( V_p \) and \( V_q \). \( |V_p|, |V_q| > 4f \) because \( n \geq 5f + 1 \); and \( |V_p - V_q|, |V_q - V_p| \leq 2f \) (shown above). We can apply property 2 to both \( V_p \) and \( W_q \) with respect to each other (and by setting \( j = 2f \)) to get that \( \text{range}(\text{reduce}^{2f}(V_p)) \subseteq \text{range}(V_q) \) and \( \text{range}(\text{reduce}^{2f}(V_q)) \subseteq \text{range}(V_p) \).

It follows that \( v_p \in \text{range}(V_q) \) and \( v_q \in \text{range}(V_p) \) after line 1b. This guarantees that each correct process \( P_q \) knows at the end of the initialization round that its range \( \text{range}(V_q) \) contains all the values \( v_p \) of all correct processes \( P_p \) at the end of this initialization round. Knowing \( \epsilon \) and the convergence rate \( c \), \( \epsilon \geq \lfloor \text{diff}(V)/c^{\text{round}} \rfloor \) and hence it is adequate to execute \( \text{round} = \lceil \log_c(\text{diff}(V)/\epsilon) \rceil \) rounds. Hence, the number of rounds computed
in line 1c is an upper bound on the number of iterations in which every two correct processes are guaranteed to converge to within $\epsilon$.

**Termination (lines 1g–1h)**

Observe that each process may determine a different number of rounds to execute at line 1c. When a process finishes the required number of rounds, it executes lines 1g–1h wherein it sends a special symbol “\texttt{halt}” and terminates itself. When some process $P_q$ receives such a message from $P_p$, it should use the value of $P_p$ for this and all of its subsequent rounds until it finishes its own precomputed number of rounds. This detail is left out of the pseudo-code for simplicity.

**Complexity**

- **Time complexity** $\lceil \log_c(\text{diff}(V)/\epsilon) \rceil + 1$ rounds.
- **Message complexity** $n \times \lceil \log_c(\text{diff}(V)/\epsilon) \rceil + 1$ messages of size $O(1)$ each.

### 14.5.6 Renaming problem

**Problem definition**

The consensus problem which was a problem about agreement required the processes to agree on a single value, or a small set of values ($k$-set consensus), or a set of values close to one another (approximate agreement), or reach agreement with high probability (probabilistic or randomized agreement). A different agreement problem introduced by Attiya et al. [1] requires the processes to agree on necessarily distinct values. This problem is termed as the \textit{renaming} problem. The renaming problem assigns to each process $P_i$, a name $m_i$ from a domain $M$, and is formally specified as follows:

- **Agreement** For non-faulty processes $P_i$ and $P_j$, $m_i \neq m_j$.
- **Termination** Each nonfaulty process is eventually assigned a name $m_i$.
- **Validity** The name $m_i$ belongs to $M$.
- **Anonymity** The code executed by any process must not depend on its initial identifier.

The renaming problem is useful for name space transformation. A specific example where this problem arises is when processes from different domains need to collaborate, but must first assign themselves distinct names from a small domain. A second example of the use of renaming is when processes need to use their names as “tags” to simply mark their presence, as in a priority queue. A third example is when the name space has to be condensed. This can occur when, for a system consisting of a large number of processes, $k$-mutual exclusion has to be enforced. Of the large pool of processes, only $k$ can be in the mutual exclusion at any time to use the $k$ copies of a replicated resource. Each resource can be viewed as holding a
permit, 1 through $k$. For a process to gain access to the resource, it has to gain a permit.

The assumptions about the renaming problem are as follows:

- The $n$ processes $P_1, \ldots, P_n$ have their identifiers in the old name space. $P_i$ knows only its identifier, and the total number of processes, $n$. The names of other processes are not known to a process.
- The $n$ processes take on new identifiers $m_1, \ldots, m_n$, respectively, from the name space $M$.
- Due to asynchrony, each process that chooses its new name must continue to cooperate with the others until they have chosen their new names.

The above formulation of the renaming problem is called the **one-time renaming** problem. If processes continually acquire and release names from a common pool, then the formulation becomes the **long-lived renaming** problem. **Long-lived renaming** is a resource acquisition problem.

**Algorithm**

Attiya *et al.* [1] give a algorithm for one-time renaming when $n \geq 2f + 1$, and up to $f$ processes may fail in a fail-stop manner. The size of the transformed name space $M$ is $n + f$.

The high-level functioning of the algorithm is given in Figure 14.10. Each process has a list $View$ in which it tracks the latest proposed name by each process, as and when it learns of it. Its own proposed name is tracked in $View[1]$. In more details, the view of a name has four components, as described in the $View$ data structure in Algorithm 14.7. $View$ is a list of up to $n$

![Figure 14.10 Flow-chart of the asynchronous renaming algorithm in a message-passing system.](image-url)
objects of type bid. Various views are ordered by the ≤ relation, defined as follows:

\[ \text{View} \leq \text{View}' \text{ if and only if for each process } P_i \text{ such that } \text{View}[k].P = P_i, \text{ we also have that for some } k', \text{ View}'[k'].P = P_i \text{ and } \text{View}[k].\text{attempt} \leq \text{View}'[k'].\text{attempt}. \]

If \( \text{View}' \not\leq \text{View} \) (line 1n), then \text{View} is updated using \text{View}' (line 1o) by:

1. including all process entries from \text{View}' that are missing in \text{View} (i.e., \text{View}'[k'].P is not equal to \text{View}[k].P, for all \( k \)), so such entries \text{View}'[k'] are added to \text{View}.
2. replacing older entries for the same process with more recent ones, (i.e., if \text{View}'[k'].P = P_i = \text{View}[k].P and \text{View}'[k'].\text{attempt} > \text{View}[k].\text{attempt}, replace \text{View}[k] by \text{View}'[k']).

Any new information learnt is broadcast to all processes (lines 1c, 1v), and a process uses a counter \text{count} to track the number of other processes that have broadcast the exact same view as the latest view of this process (line 1k). If the view in a received message contains information that is not in the current view (line 1n), the current view is updated (line 1o). Note that this is similar to taking the pairwise maximum of vector clocks. However, a crucial difference is that the ordering of the components is not predetermined, as each process may order the other processes differently. When \text{count} reaches \( n - f \) (line 1l), no more messages may arrive because the other \( f \) processes may have failed. Such a view for which \( n - f \) affirmations were received is said be a stable view.

Once a process determines a view to be stable (lines 1m, 1q), the process checks if there is a conflict with its choice of a new name and the choices of other processes (lines 1r, 1s). If there is no conflict, it finalizes its choice of the new name (lines 1t, 1u) and goes to the loop (lines 1G-1K) wherein it helps other processes to gain stable views and finalize their new name

(struct bid:

\begin{verbatim}
integer P;       // old name of process
integer x;      // new name being bid by the process
integer attempt; // the number of bids so far, including this current
                  // bid

boolean decide;  // whether new name x is finalized

list of bid: View[1..n] ← (i, 0, 0, false); // initialize list with an
           // entry for P_i

integer count;  // number of copies of the latest local view, received from
                // others

boolean: restart, stable, no_choose;    // loop control variables
\end{verbatim}
(1) A process $P_i$, $1 \leq i \leq n$, participates in renaming:

(1a) \textbf{repeat}

(1b) \texttt{restart} $\leftarrow$ false;

(1c) \textbf{broadcast} \texttt{message}(View);

(1d) \texttt{count} $\leftarrow$ 1;

(1e) \textbf{repeat}

(1f) \texttt{no\_choose} $\leftarrow$ 0;

(1g) \textbf{repeat}

(1h) \textbf{await} \texttt{message}(View');

(1i) \texttt{stable} $\leftarrow$ false;

(1j) \textbf{if} View' = View \textbf{then}

(1k) \texttt{count} $\leftarrow$ \texttt{count} + 1;

(1l) \textbf{if} \texttt{count} $\geq n - f$ \textbf{then}

(1m) \texttt{stable} $\leftarrow$ true;

(1n) \textbf{else if} View' $\not\leq$ View \textbf{then}

(1o) update View using View' by taking latest information for each process;

(1p) \texttt{restart} $\leftarrow$ true;

(1q) \textbf{until} (stable = true or restart = true); // $n - f$ copies received, or new view obtained

(1r) \textbf{if} restart = false \textbf{then} // View[1] has

(1s) \textbf{if} View[1].x $\neq$ 0 \textbf{and} View[1].x $\neq$ View[j].x for any $j$

(1t) \textbf{decide} View[1].x;

(1u) View[1].decide $\leftarrow$ true;

(1v) \textbf{broadcast} \texttt{message}(View);

(1w) \textbf{else}

(1x) let $r$ be the rank of $P_i$ in UNDECIDED(View);

(1y) \textbf{if} $r \leq f + 1$ \textbf{then}

(1z) \texttt{View[1].x} $\leftarrow$ \texttt{FREE(View)}(r), the $r$th free name in View;

(1A) \texttt{View[1].attempt} $\leftarrow$ \texttt{View[1].attempt} + 1;

(1B) \texttt{restart} $\leftarrow$ 1;

(1C) \textbf{else}

(1D) \texttt{no\_choose} $\leftarrow$ 1;

(1E) \textbf{until} no\_choose = 0;

(1F) \textbf{until} restart = 0;

(1G) \textbf{repeat}

(1H) on receiving \texttt{message}(View')

(1I) update View with View' if necessary;

(1J) \textbf{broadcast} \texttt{message}(View);

(1K) \textbf{until} false.

\textbf{Algorithm 14.7} Asynchronous renaming in the message-passing model \cite{1}. Code shown is for process $P_i$, $1 \leq i \leq n$. 
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choices. If there is a conflict (lines 1w–1F), a new name must be chosen once again and competed with other processes. There are two cases here, depending on the rank of the process among all the processes that have not yet finalized their new names (i.e., among all processes except those for which View[f].decide = 1). Let the set of such processes be denoted as UNDECIDED(View). Clearly, as the new names of such processes are not finalized, the rank is determined based on the old names (line 1x).

- If the rank r is less than f + 2 (line 1y), the process chooses the rth free name from FREE(View), the “free” names from M that have not been finalized by the processes (which have their decide component set to 1 in View). The process has to restart the bidding process, by going back to step (1a), broadcasting its updated view (line 1c), and so on.
- If the rank r exceeds f + 1 (lines 1C, 1D), the process goes to line (1e) and then waits for some other process to send its updated views. The logic here is that at least one correct process will have a rank up to f + 1 among UNDECIDED, and will pick and stabilize its new name before processes with rank greater than f + 1 begin to compete for a new name.

Some definitions and properties are now given:

- P1 An algorithm is locally proper if for each run and each process, the sequence of the View list is totally ordered by ≤. Algorithm 14.7 is seen to be locally proper, from lines 1j–1o.
- P2 A view is stable with respect to a process if the process has received n − f − 1 messages containing identical information in the accompanying view. (Along with its own identical view, there are n − f affirmations.) A view is stable in a run if it is stable with respect to some process.
- P3 If an algorithm is locally proper, then in any run, the set of stable views is totally ordered.

   This is seen as follows. Let views View and View’ be stable with respect to processes i and j, respectively. Then n − f processes (say, set Ai) agree on View, and n − f processes (say, set Aj) agree on View’.

   If View and View’ are not totally ordered, Ai ∩ Aj = ∅. Disjointness implies size of Ai is at most n − (n − f) = f. Thus, n − f ≤ f, implying, n ≤ 2f. This contradicts the assumption that n ≥ 2f + 1, hence, at least one process must have sent both View and View’. So View and View’ must be totally ordered.
- P4 As Algorithm 14.7 is locally proper, its set of stable views is totally ordered.

Correctness

Safety

A process finalizes a new name once it has a stable view. Pi and Pj cannot finalize the same name because the stable views are totally ordered. Without
loss of generality, assume that $P_i$’s stable view $\leq P_j$’s stable view when they respectively finalize their names. Then $P_j$’s stable view must include the name finalized by $P_i$, and $P_j$ will not pick the same name.

**Liveness/termination**

Observe that when a process picks a new name (line 1z), there are at most $n - 1$ names used by others, so $f + 1$ names are available. To show that all processes eventually finalize a name, let $\text{FREE}(\text{View})$ be the set of free names from $M$ as per $\text{View}$. Let $\text{DECIDED}$ be the set of processes that finalize their new names (i.e., for which $\text{bid.decide}$ is true). Then $N - \text{DECIDED}$ is $\text{UNDECIDED}$, the set of processes which cannot finalize a new name. We now argue using contradiction that $\text{UNDECIDED}$ is empty.

- Consider the execution after the time that all processes in $\text{DECIDED}$ have decided their new names, and at least one bid sent by every other correct process has been received by each correct process, implying that $|\text{View}| \geq n - f$. As no correct process blocks, this point in time will occur. Let $\text{View}_{\text{min}}$ be the smallest stable view after this point in time. By P4, all the views are totally ordered and hence $\text{View}_{\text{min}}$ is uniquely defined. Let the set of free names at this time be denoted as $\text{FREE}(\text{View}_{\text{min}})$ and the set of undecided processes at this time be denoted as $\text{UNDECIDED}(\text{View}_{\text{min}})$.

- Among the processes in $\text{UNDECIDED}(\text{View}_{\text{min}})$, consider the process $P_{\text{min}}$ with the smallest rank, based on the old names. The rank is at most $f + 1$, and hence the process will select a new name (lines 1y, 1z, 1A). As rank is unique, no other process in $\text{UNDECIDED}(\text{View}_{\text{min}})$ will now or henceforth choose this name chosen by $P_{\text{min}}$.

- $P_{\text{min}}$ updates and broadcasts its view. When other processes receive this view, they update their local views with this new information, and will also broadcast their updated views:

  - either in the loop (lines 1G–1K); or
  - via execution of lines (1C–1D), then lines (1n–1o), and then (1b–1c).

$P_{\text{min}}$ and all other correct processes receive at least $n - f$ confirmations, making the view containing $P_{\text{min}}$’s choice of a new name a stable view. Hence, $P_{\text{min}}$ can decide a new name, leading to a contradiction that $\text{UNDECIDED}(\text{View}_{\text{min}})$ is empty.

**Complexity**

Each time a process bids with a new name for itself, a broadcast is sent $(n - 1)$ messages) and each recipient of the broadcast, seeing a new view, also does a broadcast $(n - 1)$ messages). This leads to $O(n^2)$ messages per new name bid. Let the final stable view be denoted by $\text{View}_{final}$. The total number of messages is $\Sigma_{i=1}^{n} |\text{View}_{final}\cdot\text{attempt}_i| \times n^2$. Exercise 14.9 asks you to analyze the bound on the number of attempts made by the processes.
### 14.5.7 Reliable broadcast

Although reliable terminating broadcast (RTB) is not solvable under failures (recall that we showed a reduction from consensus to that problem in Section 14.5.2), a weaker version of RTB, namely reliable broadcast, in which the termination condition is dropped, is solvable under crash failures. The protocol is shown in Algorithm 14.8. This protocol uses up to \( O(n^2) \) messages to broadcast message \( M \) and works in the face of any number of failures. The key difference between RTB and reliable broadcast is that RTB requires eventual delivery of some message – even if the sender fails just when about to broadcast. In this case, a null message must get sent, whereas this null message need not be sent under reliable broadcast. Thus, RTB requires the recognition of the failure (as described above) as opposed to no message getting sent. This reduces to the ability of being able to distinguish between a slow process and a failed process, which was the crux in solving the consensus problem under crash failure.

---

**Algorithm 14.8** Protocol for reliable broadcast.

1. Process \( P_0 \) initiates reliable broadcast:
   1. broadcast message \( M \) to all processes.

2. A process \( P_i \), \( 1 \leq i \leq n \), receives message \( M \):
   2.1 if \( M \) was not received earlier then
   2.2 broadcast \( M \) to all processes;
   2.3 deliver \( M \) to the application.

---

### 14.6 Wait-free shared memory consensus in asynchronous systems

#### 14.6.1 Impossibility result

The impossibility of achieving consensus in asynchronous message-passing systems in a system prone to crash failures (discussed in Section 14.5.1) also extends to asynchronous shared memory systems. A shared memory system can be emulated by a message-passing system – if consensus could be reached in a shared memory system, it could also be reached in a message-passing system, leading to a contradiction. Thus, consensus cannot be reached in an asynchronous shared memory system in the crash failure model. The intuition behind the impossibility result in shared memory systems is similar – in the face of a potential process crash, it is not possible to distinguish between a crashed process and a process that is extremely slow in doing its *Read* or *Write* operation. The FLP argument using 0-valent and 1-valent states and the *critical step* used earlier for asynchronous message-passing systems can
also be used here for asynchronous shared memory systems. The reasoning to show that consensus cannot be achieved even if a single process fails runs informally along the following lines [21,22].

Assume there exists a protocol in which consensus can be reached even if a single process fails. Recall from Section 14.5.1 that there exists a bivalent initial state. Due to the termination requirement of the problem, there must exist some process \( i \) that makes a transition from a bivalent state to an univalent state even if there are no failures. (For a wait-free consensus, this is also true.) So there must be some execution prefix \( X \) that is bivalent, but from which a step by \( i \) makes it 0-valent, whereas a step by \( i \) after an extension \( Y \) of \( X \) leads to a 1-valent state. (See Figure 14.11.) If there are multiple events between \( X \) and \( Y \), then there must be a prefix \( Z \) such that a step by \( i \) leads to 0-valence but a step by another process \( j \) (\( j \neq i \) as processes are assumed to be deterministic) followed by a step by \( i \) leads to 1-valence.

The argument now uses a simple case analysis based on the actions of \( i \) and \( j \) after \( Z \), to show that the configuration of \( Z \) as shown in Figure 14.11 is impossible, showing the impossibility of a 1-failure consensus protocol. The notation \( \text{extend}(Z, i \circ j) \) denotes the state after processes \( i \) and \( j \) take steps in that order, after execution \( Z \).

- **Process \( i \)’s event is a Read (see Figure 14.12(a))** Then \( \text{extend}(Z, i \circ j) \) and \( \text{extend}(Z, j \circ i) \) are identical to all processes except \( i \). If \( i \) does not take any step after \( \text{extend}(Z, i \circ j) \), then all processes must eventually terminate with consensus on 0 while executing a suffix, say \( \delta \). But if the same suffix is executed after \( \text{extend}(Z, j \circ i) \), they must reach a consensus on 1. As \( \text{extend}(Z, i \circ j) \) and \( \text{extend}(Z, j \circ i) \) are isomorphic to all processes except the stopped process \( i \), we have a contradiction.

- **Process \( j \)’s event is a Read** The states after \( \text{extend}(Z, i) \) and \( \text{extend}(Z, j \circ i) \) are identical to all processes except \( j \). The same logic as for the previous case, this time letting \( j \) stop instead of \( i \), leads to a similar contradiction.

- **Processes \( i \) and \( j \) execute Write on different variables (see Figure 14.12(b))** The system state after \( \text{extend}(Z, i \circ j) \), which is 0-valent, is the same as the system state after \( \text{extend}(Z, j \circ i) \), which is 1-valent. There now arises a contradiction, irrespective of whether all processes decide on 0 or on 1.

---

**Figure 14.11** Execution prefix used to show impossibility of 1-failure tolerant consensus [21,22].
• **Processes i and j execute Write on the same variable (see Figure 14.12(c))** The system state after \( \text{extend}(Z, i) \) and \( \text{extend}(Z, j \circ i) \) are identical to all processes except \( j \). If all processes except \( j \) run after \( \text{extend}(Z, i) \), the consensus value must be 0. If all processes except \( j \) run after \( \text{extend}(Z, j \circ i) \), the consensus value must be 1. As \( \text{extend}(Z, j \circ i) \) and \( \text{extend}(Z, i) \) are isomorphic to all processes except the stopped process \( j \), we have a contradiction.

Hence, there cannot exist any bivalent state that allows any process to go a univalent state.

The key reason why this result for the 1-failure case is different from that for the failure-free case is that the 1-failure case allows for a bivalent initial state, whereas the initial state for a failure-free execution is univalent.

Between the time a process reads various registers and (deciding on a consensus value) writes its consensus value, the values of the other registers read can get updated by other processes. Herein lies the difficulty for shared memory systems – the reads and the writes are not together guaranteed to be an atomic action – and hence taking action about deciding a consensus value, independent of processes that are “suspected” to have failed, can lead to an erroneous decision on consensus. Hence, from a bivalent state, it is not possible to transition to a univalent state. This leads to the following two results – the second one follows trivially from the first:

- It is not possible to reach consensus in an asynchronous shared memory system using Read/Write atomic registers, even if a single process can fail by crashing.
- There is no wait-free consensus algorithm for reaching consensus in an asynchronous shared memory system using Read/Write atomic registers.

There are two ways of overcoming the impossibility result:

---

**Figure 14.12** Various cases to show impossibility of 1-failure tolerant consensus in the asynchronous message-passing model [21,22].

(a) \( i \) does a Read (same logic if \( j \) does a Read)
(b) \( i \) and \( j \) write to different variables
(c) \( i \) and \( j \) write to the same variable
14.6 Wait-free shared memory consensus in asynchronous systems

- Weakening the consensus problem, as was done for message-passing systems. This area covers the design of asynchronous algorithms for $k$-set consensus, approximate consensus, and renaming using atomic registers and atomic snapshot objects which are built from atomic registers, studied in Chapter 12. These algorithms are studied in Sections 14.6.4–14.6.6.
- Using memory that is stronger than atomic Read/Write memory to design wait-free consensus algorithms. Such a memory would have corresponding access primitives.

Recall that a *wait-free* algorithm in a system of $n$ processes is a $(n - 1)$-crash resilient algorithm. Thus, any process should be able to perform its execution, independent of any other processes. The above results lead to the question:

- Are there objects (with supporting operations) for which there is a wait-free algorithm for reaching consensus in a $n$-process system?

In the remainder of this section, we assume only the crash failure model, and also require the solutions to be *wait-free*.

As it turns out, the answer is Yes [14]. Objects/primitives such as Test&Set, Swap, Compare&Swap, and Memory Move, which were designed in the context of efficient computer architectures, do indeed allow consensus to be reached in a wait-free manner. Such objects are stronger than the safe, regular, or atomic Read/Write registers. The notion of *consensus number* provides a metric to measure the degree to which these various primitives allow consensus to be reached. This study of these more complex objects also extends our study of the register simulations of Chapter 12, wherein stronger register types were simulated from weaker register types.

### 14.6.2 Consensus numbers and consensus hierarchy [14]

**Definition 14.1** An object of type $X$ has consensus number $k$, denoted as $\text{CN}(X) = k$, if $k$ is the largest number for which the object $X$ can solve wait-free $k$-process consensus in an asynchronous system subject to $k - 1$ crash failures, using only objects of type $X$ and read/write objects.

The consensus numbers of some well-known objects are shown in Table 14.4. Algorithm 14.9 gives the definitions of some of these objects. Definitions of Swap and Fetch&Increment were seen in Algorithm 12.7. As seen from Definition 14.1, there is an infinite hierarchy — called the *consensus hierarchy* — that gets defined, according to the power of the objects to solve wait-free consensus under crash failures.
Table 14.4 Consensus numbers of some object types [14]. Some of these objects are described in Algorithm 14.9.

<table>
<thead>
<tr>
<th>Object</th>
<th>Consensus number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read/Write objects</td>
<td>1</td>
</tr>
<tr>
<td>Test&amp;Set, stack, FIFO queue, Fetch&amp;Inc</td>
<td>2</td>
</tr>
<tr>
<td>Augmented queue with peek – size k</td>
<td>k</td>
</tr>
<tr>
<td>Compare&amp;Swap, augmented queue, memory–memory move, memory-memory swap, Fetch&amp;Cons, store-conditional</td>
<td>∞</td>
</tr>
</tbody>
</table>

(shared variables among the processes accessing each of the different object types)

**register:** Reg ← initial value; // shared register initialized

**integer:** old ← initial value; // value to be returned

**integer:** key ← comparison value for conditional update;

(1) \( RMW(\text{Reg}, \text{function } f) \) returns value:
   (1a) old ← Reg;
   (1b) Reg ← \( f(\text{Reg}) \);
   (1c) return(old).

(2) \( \text{Compare&Swap}(\text{Reg}, \text{key}, \text{new}) \) returns value:
   (2a) old ← Reg;
   (2b) if key = old then
   (2c) Reg ← new;
   (2d) return(old).

(3) \( \text{Fetch&Inc}(\text{Reg}) \) returns value:
   (3a) old ← Reg;
   (3b) Reg ← old + 1;
   (3c) return(old).

**Algorithm 14.9** Definitions of synchronization operations \( RMW, \text{Compare&Swap}, \text{Fetch&Inc} \) [17].

A natural consequence of the definition of consensus number is the following result.

**Theorem 14.1** For objects \( X \) and \( Y \) such that \( CN(X) < CN(Y) \), there is no wait-free simulation of object \( Y \) using \( X \) and read/write registers (whose consensus number is 1) in a system with more than \( CN(X) \) processes.

If such a simulation did exist, then by Definition 14.1, \( CN(X) = CN(Y) \), leading to a contradiction. Note that if there are up to \( CN(X) \) processes, it is possible (as shown in Section 14.6.3) for \( X \) and read/write registers to
wait-free simulate $Y$ because the full power of reaching consensus among more than $CN(X)$ processes is never required to be exercised.

A corollary of this result is that there is no wait-free simulation of any object with consensus number more than one, using only read/write atomic registers. This corollary is important because it implies that objects with stronger properties than the read/write atomic register are needed. The ability to read and write, perhaps conditionally, in an atomic manner was earlier found to be useful in designing semaphores in operating systems, and certain primitives in computer architecture and design. Several of the objects in Algorithm 14.9 were first designed in hardware in these specialized contexts [17]. We will now see two examples of achieving wait-free consensus – one using the FIFO queue, and another using the Compare&Swap instruction.

### FIFO queue

Algorithm 14.10 shows how 2-consensus is achieved using a FIFO queue [14]. The queue operations are enqueue and dequeue. The queue is initialized with a single value, 0. Both processes try to dequeue from the queue. However, due to the atomicity of the dequeue operation, access is always serialized. The first process that dequeues the “0” element uses its own initial value (local $x$) as the consensus value and outputs it. The other process, on completing its dequeue operation, gets $\bot$, and learns that the first process has dequeued first, and therefore borrows the value set aside by the first process in Choice[$1 - i$].

```
(queue: $Q \leftarrow \langle 0 \rangle$; // queue $Q$ initialized
integer: Choice[0, 1] $\leftarrow [\bot, \bot]$; // preferred value of each process

(local variables)
integer: $temp \leftarrow 0$;
integer: $x \leftarrow$ initial choice;

(1) Process $P_i$, $0 \leq i \leq 1$, executes this for 2-process consensus using a FIFO queue:

(1a) Choice[i] $\leftarrow x$;
(1b) $temp \leftarrow$ dequeue($Q$);
(1c) if $temp = 0$ then
(1d) output($x$)
(1e) else output(Choice[1 - i]).
```

**Algorithm 14.10** Protocol for 2-process wait-free consensus using a FIFO queue [14]. Code for $P_i$, $0 \leq i \leq 1$.

Thus, both processes agree on the same value and hence 2-process consensus is achieved. The operations of any process can be seen to be wait-free. The same logic cannot be extended to three processes because of the following
informal reasoning. Some one process will dequeue the “0.” When the other two processes dequeue and get a ⊥, they know that one of the other two processes’ value is the consensus value, but do not know which of the other two processes it is. This is because the queue object does not atomically allow the first process to leave behind (i.e., write) its identifier as an imprint for the second and third processes to learn about when they issue their dequeue. Therefore, $CN(queue) = 2$.

**Compare&Swap**

Algorithm 14.11 shows how wait-free consensus is achieved among any number of processes using the *Compare&Swap* operation (see Algorithm 14.9) on a shared register $Reg$ [14]. The *Compare&Swap* performs all actions of an invocation atomically, thus serializing all concurrent accesses. Each process executes $Compare&Swap(Reg, ⊥, x)$. The value of the object $Reg$ is read into local variable $val$, and if this value $val$ equals the key $⊥$, then the process’s preference $x$ gets written to $Reg$ atomically. Due to the serialization of the operations, some process always gets serialized first, even if accesses are concurrent. There are thus two cases.

(1) Process $P_i$, ($∀i ≥ 1$), executes this for consensus using $Compare&Swap$:

   (1a) $temp ← Compare&Swap(Reg, ⊥, x)$;
   (1b) if $temp = ⊥$ then
   (1c) output($x$)
   (1d) else output($temp$).

**Algorithm 14.11** Protocol for wait-free consensus using *Compare&Swap*, for any number of processes [14]. Code for $P_i$, $1 ≤ i ≤ ∞$.

- Consider the process that gets serialized first. The value of $Reg$ read via $Compare&Swap(Reg, ⊥, x)$ equals the key $⊥$, and the preference $x$ of this process gets written to $Reg$. The process returns its $x$ as the consensus value.
- Any other process executing $Compare&Swap(Reg, ⊥, x)$ will find that the value of $Reg$ (which is the value $x$ set by the first process) does not match the key $⊥$. Hence it leaves $Reg$ unmodified and returns the value of $Reg$ as the consensus value. The implication is that another process has earlier found $Reg = ⊥$ and set its own preference as the value of $Reg$. So this process borrows the value set by the earlier process in $Reg$ as the consensus value.
Due to the atomicity of the \textit{Compare\&Swap} operation and the fact that this logic works for any number of processes, the code for consensus is wait-free and can tolerate up to $n - 1$ failures, for all $n$. Hence, \(CN(\text{Compare\&Swap}) = \infty\).

\textbf{Read–modify–write abstraction}

Read–modify–write (abbreviated as \textit{RMW}) abstracts several objects wherein a register can be read and modified using an arbitrary function $f$ atomically [17]. Such objects include \textit{Fetch\&Inc}, \textit{Swap}, and \textit{Test\&Set}. The \textit{RMW} object has a consensus number of at least 2 because the first process to read the object can atomically modify its value to leave an imprint that the object has been accessed at least once (e.g., as in the FIFO queue). If the imprint can also include the identity of the first process to read, or of the choice of the first process, processes that subsequently access the object can be pointed to the choice made by the first process, and the consensus number may then be more than 2.

The various \textit{RMW} objects differ in their function $f$. A function is termed as \textit{interfering} if for all process pairs $i$ and $j$, and for all legal values $v$ of the register, (i) $f_i(f_j(v)) = f_j(f_i(v))$, i.e., function is commutative, or (ii) the function is not write-preserving, i.e., $f_i(f_j(v)) \neq f_j(f_i(v))$ or vica-versa with the roles of $i$ and $j$ interchanged.

\textbf{Examples} The \textit{Fetch\&Inc} commutes even though it is write-preserving. The \textit{Test\&Set} commutes and is not write-preserving. The \textit{Swap} does not commute but it is not write-preserving. Hence, all three objects uses functions that are \textit{interfering}.

Algorithm 14.12 shows how wait-free consensus is achieved among two processes using the \textit{RMW} operation (defined in Algorithm 14.9) on a shared register \textit{Reg} [14]. The \textit{RMW} performs all actions of an invocation atomically, thus serializing all concurrent accesses. Each process executes \textit{RMW}(\textit{Reg}, $f$), where $x$ is the initial choice of the process. The shared data structures are shown in Figure 14.13. \textit{Reg} has an initial distinguished value $\bot$, known to all processes. The assumption here is that the function $f$ is non-trivial, meaning it is not the identity function.

Although any non-trivial \textit{RMW} operation has a consensus number of at least 2, it can be seen that a nontrivial \textit{interfering} \textit{RMW} operation has a consensus number of exactly 2, i.e., there is no algorithm to reach consensus with three processes. An informal argument to see this is as follows. Consider the third process to access the object. If the \textit{RMW} operation is commutative, the third process cannot tell which of the other two processes accessed the object first, and hence does not know what consensus value to use. If the \textit{RMW} operation is not write-preserving, the third process cannot tell if it is the second or the third process to access the object; and hence does not know what consensus value to use. Operations such as \textit{Compare\&Swap} are noninterfering operations, and hence have consensus numbers higher than 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{rmw-register.png}
\caption{Shared data structures for solving 2-process wait-free consensus using the \textit{RMW} operation.}
\end{figure}
(shared variables)
integer: Reg ← ⊥; // shared register Reg initialized
integer: Choice[0, 1] ← [⊥, ⊥]; // data structure

(local variables)
integer: x ← initial choice; // initial preference of process

(1) Process $P_i, (0 \leq i \leq 1)$, executes this for consensus using $RMW$:
(1a) $Choice[i] ← x$;
(1b) $val ← RMW(Reg, f)$;
(1c) if $val = ⊥$ then
(1d) output($Choice[i]$)
(1e) else output($Choice[1 - i]$).

Algorithm 14.12 Protocol for wait-free consensus for two processes using $RMW$ [14]. Code is for $P_i, 0 \leq i \leq 1$.

14.6.3 Universality of consensus objects [14]

In Chapter 12, we studied the wait-free simulations of various types of registers using weaker forms of registers. We now build on this notion of wait-free simulation of one object type using another object type, in the context of consensus under crash failures. An object is defined to be universal if that object along with read/write registers can simulate any other object in a wait-free manner [14]. The main result of this section is that in any system containing up to $k$ processes, an object $X$ such that $CN(X) = k$ is universal, i.e., it can simulate any other object. The condition on the number of processes in the system is essential; because $X$ does not and cannot manifest the greater power that is required when the number of objects exceeds $CN(X)$. If the condition were removed, then an object $X$ would truly wait-free simulate another object with a greater consensus number in a system with more than $CN(X)$ processes, leading to a violation of the definition of consensus number.

For any system with up to $k$ processes, the universality of objects $X$ with consensus number $k$ is shown by giving a universal algorithm to wait-free simulate any object using only objects of type $X$ and read/write registers. This is shown in two steps:

1. A universal algorithm to wait-free simulate any object whatsoever using read/write registers and arbitrary $k$-processor consensus objects is given. This is the main step.
2. Then, the arbitrary $k$-process consensus objects are simulated with objects of type $X$, also having consensus number $k$. This trivially follows after the first step.
Hence, any object $X$ with consensus number $k$ is universal in a system with $n \leq k$ processes. In the rest of this subsection, we study a universal algorithm to wait-free simulate any object whatsoever using read/write registers and arbitrary $k$-processor consensus objects (step 1). The following two concepts are useful:

- An arbitrary consensus object $X$ allows a single operation, $\text{Decide}(X, v_{in})$ and returns a value $v_{out}$, where both $v_{in}$ and $v_{out}$ have to assume a legal value from known domains $V_{in}$ and $V_{out}$, respectively. For the correctness of this shared object version of the consensus problem, all $v_{out}$ values returned to each invoking process must equal the $v_{in}$ of some process.

- A non-blocking operation, in the context of shared memory operations, is an operation that may not complete itself but is guaranteed to complete (i.e., provide a response indication (see Chapter 12) to) at least one of the pending operations in a finite number of steps. This operation is a weaker version of a wait-free operation.

We will first study a universal algorithm that does a non-blocking simulation of any object, and then refine this algorithm to get a wait-free algorithm.

### A non-blocking universal algorithm

Algorithm 14.13 uses a linked list (with the initial record termed anchor_record) to store the linearized sequence of operations and resulting states on an arbitrary object $Z$. The data structure $op$ defines the format of one such element in this linked list. The linked list and data structure format are illustrated in Figure 14.14. Operations to the arbitrary object $Z$ are simulated in a non-blocking way using only an arbitrary consensus object (namely, the field $op->next$ in each record) which is accessed via the $\text{Decide}$ call. We are not concerned with how the consensus object itself or $\text{Decide}$ is implemented.

When an operation $Z$ being simulated is invoked using $\text{invoc}$, a record pointed to by $\text{my_new_record}$ is allocated and the record’s operation field is set to the invoked operation (lines 1a–1b). The main challenge in simulating $Z$ is to linearize all the operations being invoked on it concurrently by the various processes – there is competition among the processes to apply their own operation next, i.e., to thread their own operation next to the tail of the linked list. This is where the consensus object comes in useful – with respect to the current most recent operation that has been linearized, the consensus object “decides” on the next operation that is to be linearized.

Before a process competes, it first needs to identify the tail of the linked list which is dynamically changing. Array $\text{Head}$ stores pointers to the tail of the linked list; $\text{Head}[i]$ is $P_i$’s best estimate of the pointer that points to the tail record. In loop (1c)-(1e), $P_i$ selects the most up to date estimate of the tail pointer. However, observe that this may still be hopelessly out of date.
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(shared variables)

record op
    integer: seq ← 0;            // sequence number of serialized operation
    operation ← ⊥;              // operation, with associated parameters
    state ← initial state;      // the state of the object after the operation
    result ← ⊥;                 // the result of the operation, to be returned to invoker
    op *next ← ⊥;               // pointer to the next record

op *Head[1...k] ← &(anchor_record);

(local variables)

op *my_new_record, *winner;

(1) Process \( P_i \), \( 1 \leq i \leq k \) performs operation \( \text{invoc} \) on an arbitrary consensus object:
    (1a) \( \text{my}_\text{new}_\text{record} ← \text{malloc}(\text{op}) \);
    (1b) \( \text{my}_\text{new}_\text{record}→\text{operation} ← \text{invoc} \);
    (1c) for \( \text{count} = 1 \) to \( k \) do
            (1d) if \( \text{Head}[i]→\text{seq} < \text{Head}[\text{count}]→\text{seq} \) then
                    (1e) \( \text{Head}[i] ← \text{Head}[\text{count}] \);
                (1f) repeat
                        (1g) \( \text{winner} ← \text{Decide}(\text{Head}[i]→\text{next}, \text{my}_\text{new}_\text{record}) \);
                        (1h) \( \text{winner}→\text{seq} ← \text{Head}[i]→\text{seq} + 1 \);
                        (1i) \( \text{winner}→\text{state}, \text{winner}→\text{result} ← \text{apply}(\text{winner}→\text{operation}, \text{Head}[i]→\text{state}) \);
                        (1j) \( \text{Head}[i] ← \text{winner} \);
            (1k) until \( \text{winner} = \text{my}_\text{new}_\text{record} \);
    (1l) enable the response to \( \text{invoc} \), that is stored at \( \text{winner}→\text{result} \).

Algorithm 14.13 Non-blocking universal algorithm to simulate an arbitrary object using any consensus object [2,14]. Code for \( P_i \), \( 1 \leq i \leq k \).

due to the nonatomic nature of scanning the array \( \text{Head} \). Still, \( \text{Head}[i] \) is \( P_i \)’s best estimate of the pointer to the record that is at the tail of the linked list. In the main loop (lines 1f–1k), \( P_i \) competes on the consensus object \( \text{Head}[i]→\text{next} \) to thread itself next to the list (line 1g). The following possibilities arise:

Figure 14.14 Wait-free simulation of a universal consensus object [2]. For a non-blocking simulation of the object, the array \( \text{Announce} \) is not used.
1. $Head[i]$ points to the correct tail of the list. The process $P_i$ invokes $Decide$ on the consensus object which is the $next$ field of the record pointed to by $Head[i]$ – to learn if it succeeds in threading its operation next. But there may be concurrent calls to $Decide$. The winner of the “race” is pointed to by $winner$. (We do not yet know if $P_i$ won.) The fields of the record – its new state, new sequence number, new result – are computed and stored as per lines 1h–1i. $Head[i]$ is updated to $winner$ (line 1j).

(a) If $winner$ is the same as $my\_new\_record$ (line 1k), then $P_i$ won the race and succeeded in threading its operation after the $Head[i]$ record before the current iteration of the repeat loop. The process exits after returning the value stored in the $result$ field (line 1l).

(b) If $winner$ is not the same as $my\_new\_record$, then $P_i$ lost the race. The pointer to the record of the true winner of the race was returned in $winner$ by the consensus object. The record of the true winner got filled in again by $P_i$ in lines 1h–1j. But now $Head[i]$ is pointing to the next record, i.e., the record with sequence number one more than in the previous iteration. The process competes again by going through the next iteration of the repeat loop.

2. $Head[i]$ points to an old tail of the list. The process executes the repeat loop (see case 1(b), which repeats itself) until $Head[i]$ points to the record that is the most recent tail. It then competes to thread its own operation pointed to by $my\_new\_record$ as in step 1.

We make some notes that give an insight into the design of this algorithm:

- We cannot use a single consensus object because consensus has to be reached on-line with respect to the current most recent operation, on the next operation to be linearized. A consensus object always returns the same decision value. Thus the algorithm uses as many consensus objects (the $next$ fields of the records) as there are records on whose order to reach consensus.
- A single pointer in a read/write object cannot be used instead of the array $Head$ to point to the latest operation record. This is because reading the pointer to contend, and updating it after contention is over and threaded to the list, cannot be done atomically in a wait-free manner.
- The linearization of the operations is given by the sequence numbers. The sequence numbers increase monotonically along the linked list.
- A process may never succeed in threading its own operation to the list. It continues the repeat loop forever. This may happen if it loses the contention every time to another process trying to thread concurrently. This can be used to observe that the algorithm is not wait-free but the algorithm is non-blocking.
- The estimate of the tail of the list in lines 1c–1e may be very out of date due to the way it is computed. This is a drawback as the process has to
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iterate through the **repeat** loop at least as many times as the number of operations by which the estimate is out of date.

**Complexity**
The worst-case time complexity to thread a specific operation is not bounded due to the non-blocking nature of the algorithm. Exercise 14.14 asks you to perform an average-case analysis.

**A wait-free universal algorithm**
The non-blocking algorithm in the previous section is enhanced to make it wait-free. To ensure that a process does not happen to continually lose the contention, a round-robin approach of “helping” is used. If a process Pj determines that the next operation is to be assigned sequence number x, then it first checks whether the process Pi such that \( i = x \mod n \) is contending for threading its operation. If so, then Pj tries to thread Pj’s operation instead of its own.

The algorithm is shown in Algorithm 14.14. The implementation of the round-robin “helping” is done using the array Announce[1...n]. When a process Pi wants to thread its operation, it first announces it by making Announce[i] point to the record where the operation is stored (lines 1a–1b). It then proceeds as before to estimate the latest tail of the list, using the Head array (lines 1c–1e). Each process is required to determine whether it should try to thread the record of the rightful process (lines 1g–1h), as determined by the modulo function, or its own (line 1j). Only if the “rightful” process is not interested in threading its own operation does a process try to thread its own operation (line 1j).

We argue using contradiction that within n iterations of the **while** loop, process Pi will have succeeded in having its operation threaded to the linked list, and exit the loop. Assume by way of contradiction that Pi’s record is not threaded by Pi’s (n + 1)th iteration of the **while** loop. After the Announce[i] having been set in lines 1a–1b, n other records initiated by other processes must have been threaded to the linked list. But of these n sequence numbers, one of them modulo n must have equalled i and the other processes would have threaded Pi’s record instead of their own (see lines 1g–1i).

**Complexity**
Each process completes its operation within n iterations of the main **while** loop, irrespective of the other processes.

### 14.6.4 Shared memory k-set consensus

The message-passing version of k-set consensus for the crash failure model and \( k > f \) was presented in Section 14.5.4. Here, its counterpart for the shared memory model assuming an atomic snapshot object is given in
(shared variables)

record \texttt{op}

\begin{verbatim}
integer: seq ← 0; // sequence number of serialized operation
operation ← ⊥; // operation, with associated parameters
state ← initial state; // state of the object after the operation
result ← ⊥; // result of the operation, to be returned to invoker
\texttt{op} *next ← ⊥; // pointer to the next record
\end{verbatim}

\texttt{op} *\texttt{Head}[1 \ldots k], *\texttt{Announce}[1 \ldots k] ← &\texttt{(anchor_record)};

(local variables)

\texttt{op} *\texttt{winner}, *\texttt{my_new_record};

(1) Process \(P_i\), \(1 \leq i \leq k\) performs operation \texttt{invoc} on an arbitrary consensus object:

(1a) \texttt{Announce}[i] ← malloc(\texttt{op});

(1b) \texttt{Announce}[i]−>\texttt{operation} ← \texttt{invoc}; \texttt{Announce}[i]−>\texttt{seq} ← 0;

(1c) for \texttt{count} = 1 to \(k\) do

(1d) if \texttt{Head}[i]−>\texttt{seq} < \texttt{Head}[\texttt{count}]−>\texttt{seq} then

(1e) \texttt{Head}[i] ← \texttt{Head}[\texttt{count}];

(1f) while \texttt{Announce}[i]−>\texttt{seq} = 0 do

(1g) turn ← (\texttt{Head}[i]−>\texttt{seq} + 1)mod (\(k\));

(1h) if \texttt{Announce}[\texttt{turn}]−>\texttt{seq} = 0 then

(1i) \texttt{my_new_record} ← \texttt{Announce}[\texttt{turn}];

(1j) \texttt{else my_new_record} ← \texttt{Announce}[i];

(1k) \texttt{winner} ← \texttt{Decide(Head}[i]−>\texttt{next}, \texttt{my_new_record});

(1l) \texttt{winner}−>\texttt{seq} ← \texttt{Head}[i]−>\texttt{seq} + 1;

(1m) \texttt{winner}−>\texttt{state}, \texttt{winner}−>\texttt{result} ← \texttt{apply(winner}−>\texttt{operation}, \texttt{Head}[i]−>\texttt{state});

(1n) \texttt{Head}[i] ← \texttt{winner};

(1o) enable the response to \texttt{invoc}, that is stored at \texttt{winner}−>\texttt{result}.

\textbf{Algorithm 14.14} Wait-free universal algorithm to simulate an arbitrary object using any consensus object \([2,14]\). Code for \(P_i\), \(1 \leq i \leq k\).

Algorithm 14.15. The algorithm can be easily derived from the message-passing algorithm. A process \(P_i\) writes its initial value \(v\) to its component within the shared object \texttt{Obj}[i], and repeatedly scans the shared object until \(n−f\) processes have written to the object. It then takes the maximum of the values scanned.

\subsection{14.6.5 Shared memory renaming}

The renaming problem was introduced in Section 14.5.6 and an algorithm to solve renaming in the message passing model was given. An asynchronous algorithm for wait-free renaming for the shared memory model under crash failures is given in Algorithm 14.16. The algorithm assumes an atomic snapshot object \texttt{Obj},
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which has the nice property that it linearizes all asynchronous operations to it. Each \( P_i \) can write to its component in \( Obj \) and read all components atomically (see Section 12.6). We assume \( P_i \) does not have a unique index from \([1 \ldots n]\) to access \( Obj \). Each process begins by bidding a new name of “1” for itself (line 1a). The process then repeats the following loop. It writes its latest bid to its component of \( Obj \) (line 1c); it reads the entire object using a **scan** into its

---

(local variables)

\textbf{integer}: \( v \leftarrow \text{initial value} \);

\textbf{array of integer} \( \text{local\_array} \leftarrow \top \);

(shared variables)

\textbf{atomic snapshot object} \( Obj[1 \ldots n] \leftarrow \top \);

(1) A process \( P_i \), \( 1 \leq i \leq n \), executes \( k \)-set consensus:

(1a) \textbf{update}(\( Obj[i] \)) with \( v \);

(1b) \textbf{repeat}

(1c) \( \text{local\_array} \leftarrow \text{scan}(Obj) \);

(1d) \textbf{until} there are at least \(|N| - f\) non-null values in \( Obj \);

(1e) \( v \leftarrow \text{maximum of the values in } \text{local\_array} \).

**Algorithm 14.15** Asynchronous protocol for \( k \)-set consensus in the shared memory model using an atomic snapshot object. Code shown is for process \( P_i, 1 \leq i \leq n \).

---

(local variables)

\textbf{integer}: \( m_i \leftarrow 0 \);

\textbf{integer}: \( P_i \leftarrow \text{name from old domain space} \);

\textbf{list of integer tuples} \( \text{local\_array} \leftarrow \langle \bot, \bot \rangle \);

(shared variables)

\textbf{atomic snapshot object} \( Obj \leftarrow \langle \bot, \bot \rangle \); \hspace{1cm} // \( n \) components

(1) A process \( P_i \), \( 1 \leq i \leq n \), participates in wait-free renaming:

(1a) \( m_i \leftarrow 1 \);

(1b) \textbf{repeat}

(1c) \textbf{update}(\( Obj, \langle P_i, m_i \rangle \)); \hspace{1cm} // update own component with bid \( m_i \)

(1d) \( \text{local\_array}(\langle P_1, m_1 \rangle, \ldots \langle P_n, m_n \rangle) \leftarrow \text{scan}(Obj) \);

(1e) \textbf{if} \( m_i = m_j \) for some \( j \neq i \) \textbf{then}

(1f) \hspace{1cm} Determine rank \( rank_i \) of \( P_i \) in \( \{ P_j | P_j \neq \bot \land j \in [1, n] \} \);

(1g) \hspace{1cm} \( m_i \leftarrow rank_i \text{th smallest integer not in} \)

\hspace{3cm} \( \{ m_j | m_j \neq \bot \land j \in [1, n] \land j \neq i \} \);

(1h) \textbf{else}

(1i) \hspace{1cm} \textbf{decide}(m_i); \hspace{1cm} \textbf{exit};

(1j) \textbf{until} false.

**Algorithm 14.16** Asynchronous wait-free renaming using an atomic snapshot object in the shared memory model [2]. Code shown is for process \( P_i, 1 \leq i \leq n \).
local array (line 1d). $P_i$ examines the local array for a possible conflict with its proposed new name (line 1e).

- If $P_i$ detects a conflict with its proposed name $m_i$ (line 1e) it determines its rank rank among the old names (line 1f); and selects the rankth smallest integer among the names that have not been proposed in the view of the object just read (line 1g). This will be used as $P_i$’s bid for a new name in the next iteration.
- If $P_i$ detects no conflict with its proposed name $m_i$ (line 1e), it selects this name and exits (line 1i).

We now consider the following properties of this algorithm:

- **Correctness** If two processes were to choose the same new name, then the Scans returned to them in their final iteration must have indicated that the name they bid was unique. However, due to the linearizability property of the atomic snapshot object $Obj$, the Scan that was returned to the “later” process could not have indicated that the name it bid was unique. Hence, no two processes can choose the same name when they terminate.

- **Size of name space** At any time, there are at most $n - 1$ names that are bid by other processes, and the rank of a process is at most $n$. Hence, a process will never bid a name greater than $2n - 1$. The name space is confined to $[1, 2n - 1]$.

- **Termination** Assume there is a subset $\overline{T} \subseteq N$ of processes that never terminate. Let $\text{min}(\overline{T})$ be the process in $\overline{T}$ with the lowest ranked process identifier (old name). Let $\text{rank}(\text{min}(\overline{T}))$ be the rank of this process among all the processes $P_1, \ldots, P_n$. Once every process in $\overline{T}$ has done at least one update, and once all the processes in $\overline{T}$ have terminated, we have the following:

  - The set of names of the terminated processes, say $M_T$, remains fixed.
  - The process $\text{min}(\overline{T})$ will choose a name not in $M_T$, that is ranked $\text{rank}(\text{min}(\overline{T}))$. As $\text{rank}(\text{min}(\overline{T}))$ is unique, no other process in $\overline{T}$ will ever choose this name.
  - Hence, $\text{min}(\overline{T})$ will not detect any conflict with $\text{rank}(\text{min}(\overline{T}))$ and will terminate.

  As $\text{min}(\overline{T})$ cannot exist, the set $\overline{T} = \emptyset$.

- **Wait-freedom** A process can choose its new name independent of the actions of the other processes.

**Complexity**
Exercise 14.17 asks you to perform a time complexity analysis of this algorithm, and show the following lower bounds.
Lower bounds
Let $M$ be the new name space. For crash-failures, the following lower bounds can be seen to exist:

- For wait-free renaming, wherein all other $n - 1$ processes may fail, the name space must be of size $2n - 1$.
- To tolerate up to $f$ failures, the name space must be of size $n + f$.

14.6.6 Shared memory renaming using splitters

Moir and Anderson [23] presented a very elegant wait-free renaming algorithm using the splitter concurrent object defined as follows [19]. When $n$ ($n \geq 1$) processes invoke the splitter, each is returned a value from the set $\{\text{stop, down, right}\}$ subject to the following constraints:

- At most one process is returned $\text{stop}$.
- At most $n - 1$ processes are returned $\text{down}$.
- At most $n - 1$ processes are returned $\text{right}$.

(shared variables)
\begin{align*}
\text{integer } & X \leftarrow \bot; \\
\text{boolean } & Y \leftarrow \text{false};
\end{align*}

(1) splitter(), executed by process $P_i$, $1 \leq i \leq n$:
(1a) $X \leftarrow i$;
(1b) if $Y$ then
(1c) \text{return(right)};
(1d) else
(1e) $Y \leftarrow \text{true}$;
(1f) if $X = i$ then return(stop);
(1g) else return(down).

Algorithm 14.17 A wait-free implementation of a splitter [23]. Code shown is for process $P_i$, $1 \leq i \leq n$.

Figure 14.15 shows a schematic definition of a splitter. Algorithm 14.17 shows a wait-free implementation of a splitter using MRMW atomic variables.

- The first time that some process $P_i$ finds $X$ equal to its own identifier in line 1f, $Y$ must be true, and hence all other processes must get the value $\text{right}$ (unless they fail) while $P_i$ must get value $\text{stop}$. Hence, at most one process is returned $\text{stop}$.
- Let $P_i$ be the last process to execute line 1a. Unless $P_i$ crashes, it will either get value $\text{right}$ if another process executed line 1e, or if no other process executed line 1e yet, $P_i$ will execute line 1f and return $\text{stop}$. Hence at most $n - 1$ processes are returned $\text{down}$.
- The first process that reads \( Y \) in line 1b cannot get value \( \text{right} \) because \( Y \) is initialized to false. Hence, not all processes can are returned \( \text{right} \).

The renaming algorithm is now constructed using \( n(n+1)/2 \) splitters arranged as shown in Figure 14.16. Each splitter is labelled by coordinates \( r, d \). Observe that each process is guaranteed to get a \( \text{stop} \) value from one of the \( n(n+1)/2 \) splitters, and no two processes will stop at the same splitter. So the coordinates of the splitter where a process stops can serve as the new label. The code is shown in Algorithm 14.18. The array of shared variables corresponding to the grid of splitter is not shown.

**Complexity**

The new name space is \( n(n+1)/2 \) when the number of processes is \( n \). Each process takes \( O(n) \) steps to select its new name. The algorithm is clearly wait-free.
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(local variables)
next, r, d, new_name ← 0;

(1) Process $P_i$, $1 \leq i \leq n$, participates in wait-free renaming:
(1a) $r, d ← 0$;
(1b) while next ≠ stop do
(1c) next ← splitter(r, d);
(1d) case
(1e) next = right then $r ← r + 1$;
(1f) next = down then $d ← d + 1$;
(1g) next = stop then break();
(1h) return(new_name = $n \cdot d - d(d - 1)/2 + r$).

Algorithm 14.18 Moir and Anderson’s asynchronous wait-free renaming using splitters [23]. Code shown is for process $P_i$, $1 \leq i \leq n$.

14.7 Chapter summary

Consensus problems are fundamental aspects of distributed computing because they require inherently distributed processes to reach agreement. This chapter first covers different forms of the consensus problem, which are shown to be equivalent to one another. Consensus is attainable in fault-free systems. The chapter then gives an overview of what forms of consensus are solvable under different failure models and different assumptions on the synchrony/asynchrony.

The chapter covers agreement in the following categories. (i) Synchronous message-passing systems with failures. Here, different fault models are considered – the fail-stop model and the Byzantine model. Lower bounds on the number of failure-prone processes are given. Also, representative algorithms under different assumptions and fault models are given. (ii) Asynchronous message-passing systems with failures. The first result here is that it is impossible to reach consensus in this model. Hence, several weaker versions of the consensus problem, such as $k$-set consensus, approximate consensus, the renaming problem, and reliable broadcast are considered. Algorithms to solve the weakened forms of consensus in these models are then given. (iii) Wait-free shared memory consensus in asynchronous systems. Here, the first result is the impossibility result, analogous to that for message-passing systems. The chapter then solves consensus using registers (or objects) that are stronger than the atomic read/write registers. The consensus hierarchy that naturally emerges for stronger consensus objects is then studied. Algorithms for shared memory renaming and $k$-set consensus are also covered.
14.8 Exercises

Exercise 14.1 For each of the six ordered pairs of problems among: the Byzantine agreement problem, the Consensus problem, and the Interactive consistency problem, demonstrate a reduction from the former to the latter.

Exercise 14.2 Modify Algorithm 14.1 to design an early-stopping algorithm for consensus under failstop failures, that terminates within \( f' + 1 \) rounds, where \( f' \), the actual number of stop-failures, is less than \( f \). Prove the correctness of your algorithm.

(Hint: A process can be required to send a message in each round, even if the value was sent in the earlier round. Processes should also track the other processes that failed, which is detectable by identifying the processes from which no message was received.)

Exercise 14.3 Modify the iterative Byzantine Agreement algorithm and the tree data structure specification given in Algorithm 14.3, as well as the example in Figure 14.5, to now solve the consensus problem.

Exercise 14.4 Examine the phase-king algorithm for consensus in the face of Byzantine failures, as given in Algorithm 14.4. This algorithm works when \( n > 4f \). Presumably, the algorithm will fail for \( 4f \geq n > 3f \), even though this condition is a sufficient condition for the existence of a solution to the consensus problem in a synchronous message-passing system.

1. Why will the algorithm fail for \( 4f \geq n > 3f \)?
2. Even though the algorithm is not correct for \( 4f \geq n > 3f \), under some circumstance(s), the correct processors will end up with the same value. Characterize one such circumstance, independent of the behavior of the malicious processes.
3. To derive a correct solution for \( 4f > n > 3f \), change line 1k to read:

   \[
   \text{if } \text{mult} > 2f.
   \]

   Will this solution work?
4. To derive another correct solution for \( 4f \geq n > 3f \), run the algorithm for \( 4(f + 1) \) rounds instead of for \( 2(f + 1) \) rounds of the original algorithm. Will this solution work?

Exercise 14.5 Prove that the distributed commit problem is not solvable under a crash failure.

(Hint: Show a reduction from the consensus problem to the distributed commit problem.)

Exercise 14.6 Prove that the leader election problem is not solvable under a crash failure.

Exercise 14.7 In the \( \epsilon \)-agreement problem, can a correct process halt if it receives \( f + 1 \) halting tags from other processes, even before it has completed its precomputed number of rounds? Justify your answer.

Exercise 14.8 How can the algorithm for \( \epsilon \)-agreement, given in Algorithm 14.6, be simplified if a synchronous system is available? Identify all the changes to the various parameter values. Can a better value be obtained for the convergence rate?
Exercise 14.9 Analyze the number of bids for a new name made by each process in the asynchronous renaming algorithm given in Algorithm 14.7.

Exercise 14.10 How can the algorithm for asynchronous renaming, given in Algorithm 14.7, be simplified if a synchronous system is available?

Exercise 14.11 Examine the Test & Set instruction in Algorithm 12.7. What is the consensus number \( x \) of this register object? Give an algorithm to achieve consensus for this consensus number.

Exercise 14.12 \((k\text{-Write instruction})\)

1. Consider the 2-Write instruction that can write two locations atomically. Show how the 2-Write instruction can be used to implement a wait-free 2-consensus protocol. (Hint: structure the solution using a structure similar to that of the protocols for RMW and Swap.)

2. Consider the \( k \)-Write instruction. Can this \( k \)-Write instruction be used to implement a wait-free consensus protocol for \( k \) processes? Justify your answer.

Exercise 14.13 Examine the standard stack object, having its standard push and pop operations. What is the consensus number \( x \) of the stack? Give the code for achieving 2-process consensus using the stack.


Exercise 14.15 Simplify the non-blocking universal algorithm for consensus objects (Algorithm 14.14) by using the specific Compare & Swap object, but also eliminating the Head array.

Exercise 14.16 Adapt the asynchronous message-passing approximate agreement algorithm given in Section 14.5.5 for a shared memory system.

Exercise 14.17 Perform a time complexity analysis of the wait-free renaming algorithm using the atomic snapshot object in asynchronous systems, given in Algorithm 14.16. Also prove the lower bounds on the size of the name space, as indicated in Section 14.6.5.

Exercise 14.18 Show how the number of splitters used in the renaming algorithm of Section 14.6.6 can be reduced to \( n(n-1)/2 \).

14.9 Notes on references

The Byzantine agreement and the consensus problems were defined by Lamport et al. [20, 25]. The exponential messages algorithm for solving consensus in the face of Byzantine failures and the \( 3f+1 \) lower bound were given in these papers. A later proof of the exponential algorithm was given by Bar-Noy et al. [3], and a later proof of the \( 3f+1 \) lower bound was given by Fischer et al. [11]. The polynomial-message phase-king algorithm to solve consensus in the same Byzantine failure model was given by Berman and Garey [4]. A polynomial-message algorithm requiring \( t+1 \) rounds and \( n > 3t \) processes has been given by Garey and Moses [13]. The result on
the impossibility of reaching consensus in an asynchronous message-passing system was given by Fischer et al. [12]. The same impossibility result for an asynchronous shared memory system was given by Loui and Abu-Amara [21]. Fischer and Lynch [10] and Dolev and Strong [8] proved the lower bound of $f + 1$ rounds for reaching consensus in the Byzantine failure and crash failure models, respectively.

The $k$-set consensus problem was defined by Chaudhuri [6]. This work also presented the first algorithm for solving $k$-set consensus under $f$ faults, where $f < k$. The lower bound of $f < k$ crash-failure processes for solving this problem was shown by Borowski and Gafni [5], Herlihy and Shavit [15], and Saks and Zaharoglou [27].

The approximate agreement problem was proposed and solved for crash failure and Byzantine failures in the message-passing model by Dolev et al. [7]. The wait-free shared memory solution to this problem was proposed by Moran [24].

Wait-free synchronization was introduced by Lamport [18] and developed by Peterson [26]. The theory of wait-free synchronization, consensus hierarchy, and the universal constructions for arbitrary consensus objects was given by Herlihy [14]. The discussion of RMW operations and the analysis of the consensus number of RMW objects with interfering operations is given by Kruskal et al. [17]. The renaming problem was proposed and solved for the message-passing model by Attiya et al. [1]. They also showed that at least $n + 1$ new names are needed if $f$ crash failures are to be tolerated. This lower bound was tightened to $n + f$ by Herlihy and Shavit [15].

This lower bound, as well as the lower bound for $k$-set consensus are derived from a theorem that characterizes the solvable problems by a $f$-resilient algorithm using only Read and Write operations, as shown by Herlihy and Shavit [16]. The wait-free $k$-set consensus for shared memory is adapted from Attiya and Welch [2]. The wait-free renaming algorithm for the shared memory paradigm is adapted from [1] and Attiya and Welch [2]. The wait-free shared memory renaming algorithm using splitters was proposed by Moir and Anderson [23]. The abstraction of wait-free splitters was proposed and implemented by Lamport [19].
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This chapter deals with the design of fault-tolerant distributed systems. It is widely known that the design and verification of fault-tolerant distributed systems is a difficult problem. Consensus and atomic broadcast are two important paradigms in the design of fault-tolerant distributed systems and they find wide applications. Consensus allows a set of processes to reach a common decision or value that depends upon the initial values at the processes, regardless of failures. In atomic broadcast, processes reliably broadcast messages such that they agree on the set of messages delivered and the order of message deliveries.

This chapter focuses on solutions to consensus and atomic broadcast problems in asynchronous distributed systems. In asynchronous distributed systems, there is no bound on the time it takes for a process to execute a computation step or for a message to go from its sender to its receiver. In an asynchronous distributed system, there is no upper bound on the relative processor speeds, execution times, clock drifts, and delay during the transmission of messages although they are finite. This is mainly caused by unpredictable loads on the system that causes asynchrony in the system and one cannot make any timing assumptions of any types. On the other hand, synchronous systems are characterized by strict bounds on the execution times and message transmission delays.

The asynchronous model of distributed system has simpler semantics when compared to synchronous model. Applications based on the asynchronous model are easily portable because there are no strict timing assumptions to take care of. The asynchronous model of distributed systems is very popular and has attracted lot of attention due to these reasons. Inspite of the attractiveness of asynchronous distributed systems, it is well known that consensus, atomic broadcast, and several other reliable broadcast problems cannot be solved deterministically even for a single process failure due to the unbounded timing characteristics. The main cause of this impossibility result is that it is very
failure detectors
difficult to determine in asynchronous systems whether a process has failed or is simply taking a long time for execution; so it is difficult to deal with failures in these systems. On the other hand, in synchronous systems due to strict timing constraints, failures can easily be detected.

The asynchronous model of distributed systems is widely used, and such systems are prone to failures. Thus, detection and/or prevention of failures in these systems is of vital importance. The detection of process failures is a crucial task in the design of fault tolerant distributed systems. Detection of crashed processes is especially difficult in asynchronous systems as it is impossible to determine whether a process has really crashed or is very slow (as there are no timing constraints present).

In this chapter, we discuss the concept of unreliable failure detectors to deal with the impossibility results in asynchronous distributed systems with crash failures. Basically, the asynchronous model of computation is extended with a failure detection mechanism that is prone to errors in the sense that a process can brand another process as crashed even though the process is running. We study failure detectors in asynchronous distributed systems. We investigate two major problems faced in asynchronous distributed environments, namely, consensus and atomic broadcast. We study several solutions for these problems.

15.2 Unreliable failure detectors

Chandra and Toueg [3] introduced the concept of unreliable failure detectors and showed how unreliable failure detectors can be used to solve two fundamental paradigms of asynchronous distributed systems with crash failures, namely, consensus and atomic broadcast.

15.2.1 The system model

We consider asynchronous distributed systems in which there is no bound on message delay, clock drift, or the time taken to execute a step. The system consists of a finite set of $n$ processes, $Q = \{p_1, p_2, ..., p_n\}$. Each pair of processes is connected by a reliable communication channel. A process can fail by crashing only, i.e., by prematurely halting. A process behaves correctly (i.e., according to its specification) until it crashes.

A discrete global clock is assumed, and the range of the clock’s ticks, $\Phi$, is the set of natural numbers. The global clock is used for the sake of simplicity of presentation and reasoning and is not accessible to the processes.

A process $p_i$ is said to crash at time $t$ if $p_i$ does not perform any action after time $t$. Process failures are permanent; once a process crashes, it does not recover. A correct process is a process that has not crashed.
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Informally, a run is an infinite execution of the system. Given any run $\sigma$, $\text{Crashed}(t, \sigma)$ is the set of processes that have crashed by time $t$ and $\text{Up}(t, \sigma)$ is the set of processes that are correct (i.e., have not crashed) by time $t$, that is, $\text{Up}(t, \sigma) = Q - \text{Crashed}(t, \sigma)$. $\text{Crashed}(\sigma)$ is the set of processes that have crashed in a run $\sigma$ and is equal to $\bigcup \text{Crashed}(t, \sigma)$. $\text{Up}(\sigma)$ is the set of processes that are correct in a run $\sigma$ and is equal to $Q - \text{Crashed}(\sigma)$. If a process $p \in \text{Crashed}(\sigma)$, we say that $p$ is a faulty process in $\sigma$. If a process $p \in \text{Up}(\sigma)$, we say that $p$ is a correct process in $\sigma$. We consider only execution runs where at least one process is correct.

Failure patterns and environments

A failure pattern is a function $F$ from $\Phi$ to $\mathcal{P}(Q)$, where $F(t)$ denotes the set of processes that have crashed through time $t$. An environment $E$ is a set of failure patterns. Environments describe the crashes that can occur in a system. In general, we consider the environments that contain all possible failure patterns, i.e., there is no bound on the number of processes that crash.

Each process $p_i$ has a local failure detector module of $D$, denoted by $D_i$. Associated with each failure detector $D$ is a range $R_D$ of values output by the failure detector. A failure detector history $H$ with range $R$ is a function $H$ from $\Omega X \Phi$ to $R$. $D(F)$ denotes the set of possible failure detector histories permitted for the failure pattern $F$, i.e., each history represents a possible behavior of $D$ for the failure pattern $F$. For any failure detector $D$, any failure pattern $F$, and any history $H$ in $D(F)$, $H(p_i, t)$ is the set of processes suspected by process $p_i$ at time $t$.

15.2.2 Failure detectors

A failure detector $D$ is a distributed oracle that gives hints about failure patterns. Each process $p_i$ in the distributed environment has its own local failure detector $D_i$, which monitors all other processes and maintains a list of processes, currently $p_i$ suspects to have crashed. The suspicion is based on relative timeouts of other processes at $p_i$.

Thus, a failure detector $D$ as the vector $D = \langle D_{p_1}, D_{p_2}, ..., D_{p_n} \rangle$, where $D_i$ is the failure detector module at process $p_i$, that outputs the set of processes that it currently suspects to have crashed. Formally, a failure detector is a function “from time and the set of all runs” to $\mathcal{P}(Q)$. $D_p(t, \sigma)$ is the set of processes that are suspected to have crashed by $p$’s failure detector module at time $t$ in run $\sigma$. If $q \in D_p(t, \sigma)$, we say that $p$ suspects $q$ at time $t$ in run $\sigma$. After a process crashes, it is immaterial what its failure detector module indicates. We formalize this by assuming that if $p \in \text{Crashed}(t, \sigma)$, then $D_p(t, \sigma) = \emptyset$.

The failure detectors can make mistakes, i.e., a correct process may be added to the list of suspects and can later be removed if the failure detector realizes that it was a mistake. Thus, a failure detector may continually add
and remove processes from its list of suspects. Processes can be added and
removed from the list of suspects by each failure detector module any number
of times. At any time, failure detector modules at two processes may have
different lists of suspects.

It should be noted that the addition of a correct process to the list of
suspects by any other process or by all other processes should not prevent
this process from behaving correctly, according to its specifications.

15.2.3 Completeness and accuracy properties

Chandra and Toueg [3] classified failure detectors in terms of their complete-
ness and accuracy properties. Informally, completeness requires that a failure
detector eventually suspects all processes that have crashed and accuracy
restricts the mistakes a failure detector can make (i.e., a correct process suspect
another correct process). They define two types of completeness and four
types of accuracy properties, giving rise to eight classes of failure detectors.

Chandra and Toueg [3] introduced the concept of reducibility among
failure detectors. Informally, a failure detector $D$ is reducible into another
failure detector $D'$ if there exists a distributed algorithm that can transform
$D$ into $D'$. In this case, any problem that can be solved using $D'$ can also be
solved using $D$. If two failure detectors are reducible to each other, they are
said to be equivalent.

Chandra and Toueg [3] put failure detectors into eight classes and ordered
them into a hierarchy according to the reducibility relationship. In this hierar-
chy, some failure detectors can solve the consensus problem with any number
of process failures, while others require a certain number of correct processes
to solve the consensus problem. This requirement and the boundary where
this requirement becomes necessary have been clearly specified.

We now define completeness and accuracy properties of a failure detector.

Completeness

Definition 15.1 (Completeness) There is a time after which every process
that has crashed is permanently suspected by a correct process.

Completeness can be of two types:

- **Strong completeness** Eventually every process that crashes is perma-
nently suspected by every correct process. Notationally,

  $$\forall \sigma, \forall p \in \text{Crashed}(\sigma), \forall q \in \text{Up}(\sigma), \exists t \text{ such that } \forall t' \geq t : p \in D_q(t', \sigma).$$

- **Weak completeness** Eventually every process that crashes is perma-
nently suspected by some correct process. Notationally,

  $$\forall \sigma, \forall p \in \text{Crashed}(\sigma), \exists q \in \text{Up}(\sigma), \exists t \text{ such that } \forall t' \geq t : p \in D_q(t', \sigma).$$
Note that completeness by itself may not be of much use. For example, a failure detector may satisfy the strong completeness property by having every process permanently suspect all other processes. Such a failure detector is useless because it provides no information about actual failures. Thus, a failure detector must satisfy some accuracy property to be useful. We define this property next.

**Accuracy**

**Definition 15.2 (Accuracy)** There is a time after which a correct process is never suspected by any correct process.

There are two types of accuracy property:

- **Strong accuracy** Correct processes are never suspected by any correct process. Formally,

\[
\forall \sigma, \forall t, \forall p, q \in Up(t, \sigma) : p \notin D_q(t, \sigma).
\]

Since in any practical system it is extremely difficult to achieve accuracy, we weaken it as follows:

- **Weak accuracy** Some correct process is never suspected by any correct process. Formally,

\[
\forall \sigma, \exists p \in Up(\sigma), \forall t, \forall q \in Up(t, \sigma) : p \notin D_q(t, \sigma).
\]

We collectively refer to strong accuracy and weak accuracy as the *perpetual accuracy* properties because these properties hold all the time. Note that even weak accuracy is difficult to achieve, because a failure detector (even at a correct process) may suspect a correct process and then later correct its mistake. The weak accuracy property does not permit this. Thus, we further weaken the accuracy requirement and allow failure detectors that may suspect a correct process at some points in the run, but they *eventually* satisfy the strong and weak accuracy properties.

**Eventual accuracy**

**Definition 15.3 (Eventual accuracy)** We need not require accuracy property to be satisfied by each process at all the time. Instead, we require the accuracy property to be eventually satisfied.

There are two types of eventual accuracy:

- **Eventual strong accuracy** There is a time after which correct processes are not suspected by any correct process. Formally,

\[
\forall \sigma, \forall t, \forall t' \geq t, \forall p, q \in Up(t', \sigma) : p \notin D_q(t', \sigma).
\]
• **Eventual weak accuracy**  There is a time after which some correct process is not suspected by any correct process. Formally,

\[ \forall \sigma, \exists t, \forall t' \geq t, \exists p \in Up(\sigma), \forall q \in Up(\sigma) : p \notin D_q(t', \sigma). \]

We collectively refer to eventual strong accuracy and eventual weak accuracy as the **eventual accuracy** properties because these properties hold eventually.

### 15.2.4 Types of failure detectors

Based on types of accuracies and completeness defined above, failure detectors can be classified into the following categories:

- **Perfect failure detectors** \((P)\)  Failure detectors that satisfy the strong completeness and the strong accuracy properties are called perfect failure detectors.
- **Eventually perfect failure detectors** \(\diamond P\)  Failure detectors that satisfy the strong completeness and the eventual strong accuracy properties are called eventually perfect failure detectors.
- **Strong failure detectors** \((S)\)  Failure detectors that satisfy the strong completeness and the weak accuracy properties are called strong failure detectors.
- **Eventually strong failure detectors** \(\diamond S\)  Failure detectors that satisfy the strong completeness and the eventual weak accuracy properties are called eventually strong failure detectors.
- **Weak failure detectors** \((W)\)  Failure detectors that satisfy the weak completeness and the weak accuracy properties are called weak failure detectors.
- **Eventually weak failure detectors** \(\diamond W\)  Failure detectors that satisfy the weak completeness and the eventual weak accuracy properties are called eventually weak failure detectors.
- Another class of failure detector is the one that satisfies weak completeness and strong accuracy properties. This class is denoted by \(\vartheta\).
- The last class is the set of failure detectors that satisfy weak completeness and eventually strong accuracy properties. This class is denoted by \(\diamond \vartheta\).

### 15.2.5 Reducibility of failure detectors

A failure detector \(D\) is reducible to another failure detector \(D'\) if there is an algorithm that transforms a failure detector \(D\) into another failure detector \(D'\). A natural question is: what does it mean that an algorithm transforms \(D\) into \(D'\)? An algorithm \(T_D \rightarrow D'\) transforms a failure detector \(D\) into another failure detector \(D'\) if and only if for every run \(R\) of \(T_D \rightarrow D'\) under a failure pattern \(F\) using \(D\), \(output^R \in D'(F)\), where \(output^R\) is the output of run \(R\) using failure detector \(D\) and \(D'(F)\) denotes the set of histories of failure detector \(D'\) for
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failure pattern \( F \). That is, variable \( \text{output}_p \) at process \( p \) emulates the output of \( D' \). Thus, \( T_D \rightarrow D' \) can emulate \( D' \) using \( D \). \( T_D \rightarrow D' \) need not emulate all failure detector histories of \( D' \); however, all failure detector histories it emulates must be histories of \( D' \). Algorithm \( T_D \rightarrow D' \) is called the reduction algorithm.

Given a reduction algorithm \( T_D \rightarrow E \), any problem that can be solved using \( E \), can also be solved using \( D \). We illustrate this with an example: suppose a given algorithm \( A \) requires failure detector \( E \), but only failure detector \( D \) is available. We can execute \( A \) using failure detector \( D \) as follows. Concurrently with \( A \), processes run \( T_D \rightarrow E \) to transform \( D \) to \( E \). Algorithm \( A \) is modified at process \( p \) as follows: whenever \( A \) requires that \( p \) queries its failure detector module, \( p \) reads the current value of \( \text{output}_p \), which is concurrently maintained by \( T_D \rightarrow E \). Since \( T_D \rightarrow E \) is able to use \( D \) to emulate \( E \), \( D \) must provide at least as much information about process failures as \( E \) does. Thus, if there is an algorithm \( T_D \rightarrow E \) that transforms \( D \) into \( E \), we say that \( E \) is weaker than \( D \) and denote it by \( D \sqsubseteq E \). Note that \( \sqsubseteq \) is a transitive relation. If \( D \sqsubseteq E \) and \( E \sqsubseteq D \), then we say that \( D \) and \( E \) are equivalent and denote it by \( D \equiv E \).

If \( D \) and \( \varepsilon \) are two classes of failure detectors and there exists an algorithm \( T_D \rightarrow E \) that can transform every failure detector \( D \in D \) into a failure detector \( E \in \varepsilon \), then we say that the class of failure detectors \( D \) is reducible to the class of failure detectors \( \varepsilon \) and this is denoted by \( D \sqsubseteq \varepsilon \). If \( D \sqsubseteq \varepsilon \) and \( \varepsilon \sqsubseteq D \), then \( D \) and \( \varepsilon \) are equivalent and this is denoted by \( D \equiv \varepsilon \).

From a trivial reduction algorithm, where each process \( p \) periodically writes the current output of its failure detector module into \( \text{output}_p \), the following relations between the classes of failure detectors are obvious:

**Observation 15.1** \( P \sqsubseteq \emptyset, S \sqsubseteq W, \lozenge P \sqsubseteq \lozenge \emptyset, \lozenge S \sqsubseteq \lozenge W \).

15.2.6 Reducing weak failure detector \( W \) to a strong failure detector \( S \)

In Algorithm 15.1, we give a reduction algorithm \( T_D \rightarrow D' \) (due to Chandra and Toueg [3]) that transforms any given failure detector \( D \) that satisfies weak completeness, into a failure detector \( D' \) that satisfies strong completeness. \( D' \) satisfies the same accuracy property that \( D \) satisfies. Thus, this algorithm strengthens the completeness while preserving the accuracy.

Informally, the conversion of any weak failure detector \( W \) to a strong failure detector \( S \) is as follows: initially, for every process \( p \), \( \text{output}_p \) is set to null. (Recall that \( \text{output}_p \) is the variable emulating the output of the failure detector module \( D'_p \).) Every process \( p \) periodically sends \( (p, \text{suspects}_p) \) to every process, where \( \text{suspects}_p \) denotes the set of processes that \( p \) suspects according to its failure detector module \( D'_p \). When a process \( p \) receives a message \( (q, \text{suspects}_q) \) from a process \( q \), process \( p \) adds the suspect list of process \( q \), \( \text{suspects}_q \), to its output, \( \text{output}_p \), and removes the process \( q \) from its output as it is a correct process.
Every process $p$ executes the following:

$$\text{output}_p \leftarrow \emptyset$$

cobegin

||Task 1: repeat forever

$$\text{suspects}_p \leftarrow D_p \{p \text{ queries its local failure detector module } D_p\}$$

send($p, \text{suspects}_p)$ to all other processes.

||Task 2: when receive ($q, \text{suspects}_q$) for a process $q$

$$\text{output}_p \leftarrow (\text{output}_p \cup \text{suspects}_q) - \{q\} \quad \{\text{output}_p \text{ emulates } E_p\}$$

coend

Algorithm 15.1 Transforming weak completeness to strong completeness [3].

A correctness argument

The correctness proof of the algorithm involves showing the following three properties:

1. It transforms weak completeness into strong completeness.
2. It preserves the perpetual accuracy.
3. It preserves the eventual accuracy.

We show these properties in the following three lemmas.

Lemma 15.1 Let $p$ be any process that crashes. If eventually some correct process permanently suspects $p$ in $H_D$, then eventually all correct processes permanently suspect $p$ in $output^R$, where $H_D$ is the history of failure detector $D$ and $output^R$ is the output of an arbitrary run $R$ using failure detector $D$.

Since process $p$ crashes, there is a time $t'$ after which no process receives a message from $p$. Suppose there is a correct process $q$ that permanently suspects $p$ in $H_D$ after time $t$. Consider the execution of task 1 by process $q$ after time $t_p = \max(t, t')$. Process $q$ sends a message ($q, \text{suspects}_q$) such that $p \in \text{suspects}_q$ to all processes. Eventually, every correct process receives ($q, \text{suspects}_q$) and adds $p$ to output (in task 2). Since no correct process receives any messages from $p$ after time $t'$ and $t_p \geq t'$, no correct process removes $p$ from its output after $t_p$. Thus, there is a time after which every correct process permanently suspects $p$ in $output^R$.

Lemma 15.2 Let $p$ be any process. If no process suspects $p$ in $H_D$ before time $t$, then no process suspects $p$ in $output^R$ before time $t$.

Suppose there is a time $t$ before which no process suspects process $p$ in $H_D$. Thus, no process sends a message of type ($-, \text{suspects}$) such that $p \in \text{suspects}$ before time $t$. Thus, no process $q$ adds $p$ to $output_q$ before time $t$. 
Lemma 15.3  Let \( p \) be a correct process. If there is a time after which no correct process suspects \( p \) in \( H_D \), then there is a time after which no correct process suspects \( p \) in \( \text{output}_R \).

Suppose there is a time \( t \) after which no correct process suspects \( p \) in \( H_D \). Thus, all processes that suspect \( p \) after time \( t \) eventually crash. Thus, there is a time after which no process will send messages of type \( (–, \text{suspects}) \) such that \( p \in \text{suspects} \). Thus, there is a time \( t' \) after which no correct process receives a message of type \( (–, \text{suspects}) \) such that \( p \in \text{suspects} \). Let \( q \) be a correct process. We need to show that there is a time after which \( q \) does not suspect \( p \) in \( \text{output}_R \).

Consider the execution of task 1 by process \( p \) after time \( t' \). Process \( p \) sends the message \( (p, \text{suspects}_p) \) to \( q \). When \( q \) receives this message, it removes \( p \) from \( \text{output}_q \) if \( p \) is present in \( \text{output}_q \) (task 2). Note that \( q \) does not receive any messages of type \( (–, \text{suspects}) \) such that \( p \in \text{suspects} \) after time \( t' \); therefore, \( q \) does not add \( p \) to \( \text{output}_q \) after time \( t' \). Thus, there is a time after which \( q \) does not suspect \( p \) in \( \text{output}_R \).

Theorem 15.1  \( \vartheta \sqsubseteq P, W \sqsubseteq S, \vartheta \sqsubseteq \vartheta, \) and \( W \sqsubseteq S \).

Proof  Let \( D \) be any failure detector in \( \vartheta, W, \vartheta, \) or \( W \). We show that \( T_D \rightarrow_{E} \) transforms \( D \) into a failure detector \( E \) in \( P, S, \vartheta, \) or \( S \). Since \( D \) satisfies weak completeness, \( E \) satisfies strong completeness (from Lemma 15.1). We now argue that \( D \) and \( E \) have the same accuracy properties. If \( D \) is in \( \vartheta \) or \( W \), then \( D \) and \( E \) have the same accuracy property (from Lemma 15.2). If \( D \) is in \( \vartheta \) or \( W \), then \( D \) and \( E \) have the same accuracy property (from Lemma 15.3).

Thus, we have:

\[
\vartheta \sqsubseteq P, W \sqsubseteq S, \vartheta \sqsubseteq \vartheta, \text{ and } W \sqsubseteq S. \tag*{\Box}
\]

From Theorem 15.1 and Observation 15.1, we have the following result:

\[
P \equiv \vartheta, S \equiv W, \vartheta \equiv \vartheta, \text{ and } W \equiv S.\]

A significance of this result is that if we solve a problem for the four failure detectors with strong completeness, the problem is automatically solved for the remaining four failure detectors.

15.2.7 Reducing an eventually weak failure detector \( \vartheta \) to an eventually strong failure detector \( \vartheta \)

Algorithm 15.2 gives an algorithm that converts any eventually weak failure detector \( D \in \vartheta \) into an eventually strong failure detector \( E \in \vartheta \). \( Q \) is the set of all processes.

At process \( p \), variable \( \text{suspected}_p(r, q) \) denotes how many times process \( q \) has suspected process \( r \) and variable \( \text{refuted}_p(r, q) \) denotes how many
times process \( r \) has refuted process \( q \). Both variables are initialized to zero. \( S_p \) denotes the suspect list of process \( p \).

---

Process \( p \) runs the following:

- **Task 1:** repeat forever
  - for all \( q, r \in Q \)
  - \{Number of times \( q \) suspected \( r \) according to \( p \)
  - \(\text{suspected}_{p}(r, q) \leftarrow 0\)
  - \{Number of times \( r \) refuted \( q \) according to \( p \)
  - \(\text{refuted}_{p}(r, q) \leftarrow 0\)

```
cobegin
  /barSC/barSC
  Task 1: repeat forever
  if (\( r \in D_p \) and \( \text{refuted}_{p}(r, p) \leq \text{suspected}_{p}(r, p) \)) then
    \( p \) rbcasts (\( p \), \( \text{suspects} \), \( r \), \( \text{refuted}_{p}(r, p) + 1 \))
  /barSC/barSC
  Task 2: when \( p \) rbdelivers (\( q \), \( \text{suspects} \), \( r \), \( k \))
    \(\text{suspected}_{p}(r, q) \leftarrow k\)
    if \( p = r \) then \( p \) rbcasts (\( p \), \( \text{refutes} \), \( q \), \( k \))
  /barSC/barSC
  Task 3: when \( p \) redelivers (\( r \), \( \text{refutes} \), \( q \), \( k \))
    \(\text{refuted}_{p}(r, q) \leftarrow k\)
  /barSC/barSC
  Task 4: repeat forever
  for all processes \( r \)
    if \( \exists q : \text{suspected}_{p}(r, q) > \text{refuted}_{p}(r, q) \) then
      \( S_p \leftarrow S_p \cup \{r\} \)
    else \( S_p \leftarrow S_p - \{r\} \)
  coend
```

**Algorithm 15.2** An algorithm to reduce an eventually weak failure detector into an eventually strong failur detector [3].

---

**An explanation of the algorithm**

The algorithm consists of four tasks.

In task 1, a process \( p \) continuously performs the following for every process \( r \) that it suspects according to its failure detector module \( D_p \): if the number of times process \( r \) is suspected by \( p \) is greater than the number of times \( r \) has refuted \( p \), then \( p \) broadcasts a suspect message that contains the incremented refuted value.

In task 2, when process \( p \) receives a suspect message (\( q \), \( \text{suspects} \), \( r \), \( k \)) from a process \( q \), it updates \(\text{suspected}_{p}(r, q)\) to \( k \). If process \( p \) discovers that it was erroneously suspected by process \( q \), \( p \) broadcasts an appropriate refutation, refuting the suspicion of process \( q \).

In task 3, when process \( p \) receives a refutation message (\( r \), \( \text{refutes} \), \( q \), \( k \)) from process \( r \), it updates \(\text{refuted}_{p}(r, q)\) to \( k \).
In task 4, the following is repeatedly done for every process \( r \): if there exists a process \( q \) such that the number of times \( q \) suspects process \( r \) is greater than the number of times the process \( r \) refutes \( q \) according to \( p \), then process \( r \) is added to the suspect list of process \( p \). Otherwise, \( r \) is removed from the suspect list of process \( p \).

**Correctness argument**

A correctness argument of the algorithm is as follows. When a process \( q \) receives a suspect message accusing process \( p \), process \( q \) may add \( p \) to its list of suspects \( S_q \). However, upon receiving \( p \)'s refutation, process \( q \) will remove \( p \) from its list of suspects \( S_q \). However, \( p \) can be suspected again and added to \( S_q \) a second time. However, a further refutation from \( p \) will cause \( p \) to be again removed from \( S_q \). Thus, a possibly infinite sequence of suspicions followed by corresponding refutations may occur, resulting in \( p \) being repeatedly added to and removed from \( S_q \). However, from the eventual weak accuracy property of \( D \), there is a time after which some correct process is not suspected. That is, there is a process \( p \) such that there is a time after which no correct process receives a message of type \((*, \text{suspects}, p, k)\), suspecting \( p \). Thus, after a time no correct process adds process \( p \) to its suspect list. Together with the refutation mechanism, this ensures the eventual weak accuracy property of the constructed \( E \).

Now let us see why \( E \) satisfies the strong completeness property. Since \( D \) satisfies the weak completeness property, eventually every process that crashes is permanently suspected by some correct process, say \( p \). Thus, eventually process \( p \) will repeatedly broadcast \((p, \text{suspects}, *, k)\) messages for these crashed processes and since these processes have crashed, no one will send refute messages for them. Thus all crashed processes will eventually belong to the suspect list of all correct processes. Thus, due to the broadcast of suspect messages and weak completeness property of \( D \), \( E \) satisfies the strong completeness property. Thus \( E \) satisfies strong completeness and weak accuracy.

### 15.3 The consensus problem

In the consensus problem, each correct process proposes a value and all processes must reach a unanimous and irrevocable decision on a value that is related to the proposed values \([9]\). The consensus problem is defined in terms of the following properties:

- **Termination** Every correct process eventually decides some value.
- **Uniform integrity** Every process decides at most once.
- **Agreement** No two correct processes decide differently.
- **Uniform validity** If a process decides a value \( v \), then some process proposed \( v \).
It is widely known that the consensus cannot be solved in asynchronous systems in the presence of even a single crash failure. This is primarily because one cannot distinguish between a process that has crashed and a process that is responding very slow (may be due to the slow network).

### 15.3.1 Solutions to the consensus problem

Chandra and Toueg [3] showed how to solve the consensus problem using unreliable failure detectors for each of the eight classes of failure detectors. From the following property, the classes of failure detectors $P$, $S$, $\diamond P$, $\diamond S$ are, respectively, equivalent to failure detectors $\vartheta$, $W$, $\diamond \vartheta$, $\diamond W$. Notationally,

$$P \equiv \vartheta, \ S \equiv W, \ \diamond P \equiv \diamond \vartheta, \ \text{and} \ \diamond S \equiv \diamond W.$$ 

So the problem of solving the consensus problem using unreliable failure detectors reduces to solving it for four classes of failure detectors that satisfy strong completeness (i.e., $P$, $S$, $\diamond P$ and $\diamond S$), instead of solving it for all eight classes. Since $P$ is reducible to $S$ and $\diamond P$ is reducible to $\diamond S$ (i.e., $P \subseteq S$ and $\diamond P \subseteq \diamond S$), the algorithms for solving consensus using $S$ also solve the consensus using $P$ and the algorithms for solving consensus using $\diamond S$ also solve the consensus using $\diamond P$.

Next, we present algorithms that solve consensus using $S$ and $\diamond S$. The consensus algorithm using $S$ can tolerate any number of process failures. However, the consensus algorithm using $\diamond S$ requires a majority of the processes to be operational.

### 15.3.2 A solution using strong failure detector $S$

Algorithm 15.3 solves the consensus problem in an asynchronous system using a failure detector $D$ that satisfies strong completeness and weak accuracy (i.e., $D \in S$). This algorithm tolerates any number of process failures (up to $n - 1$ faulty processes among a total of $n$ processes).

The following notation will be used:

- $i_p$ is the value proposed by process $p$.
- $\bot$ is the null value.
- $V_{p,q}$ is the process $p$’s estimate of process $q$’s proposed value.
- $V_p$ is process $p$’s estimate of the proposed values by all other processes.
- $\Delta_p$ contains all the values of $V_p$.
- $r_p$ is the current round number of process $p$.
- $msgs_p(r_p)$ is the set of messages that $p$ receives from other processes about the proposed values in round $r_p$.
- $\text{lastmsgs}_p$ contains the received $V_q$ for all processes $q$ by process $p$. 
Every process \( p \) executes the following:

**procedure** propose\((i_p)\)

\[
V_p \leftarrow <\bot, \bot, \ldots, \bot> \{ p \text{'s estimate of the proposed values} \}
\]

\[
V_p[p] \leftarrow i_p;
\]

\[
\Delta_p \leftarrow V_p
\]

**Phase 1:** \( \{ \text{Execute round } r_p, 1 \leq r_p \leq n - 1 \} \)

for \( r_p \leftarrow 1 \) to \( n - 1 \)

\( p \) sends \((r_p, \Delta_p, p)\) to all other processes

wait until \[\forall q : \text{received } (r_p, \Delta_q, q) \text{ or } q \in D_p\] \{query the failure detector\}

\[
msgs_p[r_p] \leftarrow \{(r_p, \Delta_q, q) \mid \text{received}(r_p, \Delta_q, q)\}
\]

\[
\Delta_p \leftarrow <\bot, \bot, \ldots, \bot>
\]

for \( k \leftarrow 1 \) to \( n \)

if \( (V_p[k] = \bot \text{ and } \exists (r_p, \Delta_q, q) \in msgs_p(r_p) \text{ with } \Delta_q[k] \neq \bot) \)

then \( V_p[k] \leftarrow \Delta_q[k] \)

\( \Delta_p[k] \leftarrow \Delta_q[k] \)

**Phase 2:** \( p \) sends \( V_p \) to all processes

wait until \[\forall q : \text{received } V_q \text{ or } q \in D_p\] \{query the failure detector\}

\[
lastmsgs_p \leftarrow \{V_q \mid \text{received } V_q\}
\]

for \( k \leftarrow 1 \) to \( n \)

if \( \exists V_q \in \text{lastmsgs}_p \text{ with } V_q[k] = \bot \)

then \( V_p[k] \leftarrow \bot \)

**Phase 3:** decide on the first non-\( \bot \) element of \( V_p \)

**Algorithm 15.3** An algorithm to solve the consensus problem using a strong failure detector \( D \in \mathcal{S} \).

**An explanation of the algorithm**

This algorithm has three phases. Initially, \( V_p \) is set to null and \( V_p[p] \) contains the value, \( i_p \), proposed by process \( p \).

In the first phase, each process executes \( n - 1 \) asynchronous rounds. In each round, processes broadcast and relay their proposed values. Then, each process \( p \) waits until it receives a round \( r \) message from every process that is not in \( D_p \), before proceeding to round \( r + 1 \). While \( p \) is waiting for a message from a process \( q \) in round \( r \), it is possible that \( q \) is added to \( D_p \). If this is the case, \( p \) does not wait for \( q \)’s message before it proceeds to round \( r + 1 \). All messages received by \( p \) in round \( r_p \) are stored in \( msgs_p(r_p) \). If \( p \)’s estimate of some process \( k \)’s proposed value is null and it has received a message of the form \((r_p, \Delta_q, q)\) such that \( q \)’s estimate of process \( k \)’s proposed value is not null, then \( p \) updates its estimate of \( k \)’s proposed value to \( q \)’s estimate of process \( k \)’s proposed value.
In the second phase, a process $p$ broadcasts its estimate of the proposed values of the processes and waits until it receives the estimate from every process that is not in $D_p$. While $p$ is waiting for an estimate from $q$, it is possible that $q$ is added to $D_p$. If this occurs, $p$ stops waiting for $q$’s estimate. By the end of the second phase, correct processes agree on a vector based on the proposed values of all processes. The $i$th element of this vector either contains the proposed value of process $p_i$ or $\bot$. If any of the correct processes does not agree with the proposed value of a process, say $p_i$, then the $i$th element in the vector is set to null and consensus is not reached on the proposed value. It has been shown that this vector contains the proposed value of at least one process.

In the third phase, all correct processes decide the first non-trivial component of this vector.

This solution for the consensus problem using strong failure detectors, even one having weak accuracy property, has an excellent fault tolerance capacity; the solution tolerates any number of process failures.

Also, since a weak failure detector $W$ is reducible to a strong failure detector $S$ using the algorithm given above, this algorithm also solves the consensus using a weak failure detector $W$.

### 15.3.3 A solution using eventually strong failure detector $\diamond S$

The previous solution to the consensus problem used failure detectors with weak accuracy: some correct process is never suspected. We now present a solution to the consensus problem using a failure detector that satisfies the eventual weak accuracy: all processes may be erroneously added to the lists of suspects at one time or another, but there is a time after which a correct process $p$ is permanently removed from the list of suspects. However, at any given time $t$, processes cannot determine if a particular process is correct, or whether a correct process will never be suspected after time $t$.

Algorithm 15.4 presents a solution to the consensus using an eventually strong failure detector $D \in \diamond S$. Such failure detectors satisfy strong completeness.

Every process $p$ executes the following:

$estimate_p \leftarrow i_p$ \{p’s estimate of the decision value\}

$state_p \leftarrow \text{undecided}$

$r_p \leftarrow 0$ \{$r_p$ denotes the current round number\}

$ts_p \leftarrow 0$ \{the round in which $estimate_p$ was last updated, initially 0\}

\begin{verbatim}
co begin

||Task 1: {Rotate through coordinators until a decision is reached}
while $state_p = \text{undecided}$

\begin{verbatim}
 r_p \leftarrow r_p + 1
 c_p \leftarrow (r_p \mod n) + 1 \{c_p is the current coordinator\}
\end{verbatim}
\end{verbatim}
Phase 1: {All processes $p$ send $estimate_p$ to the current coordinator}

$p$ sends $(p, r_p, estimate_p, ts_p)$ to $c_p$

Phase 2: {The current coordinator gathers $\lfloor (n + 1)/2 \rfloor$ estimates and proposes a new estimate}

if $p = c_p$ then

wait until $[\text{for } \lfloor (n + 1)/2 \rfloor \text{ processes } q: \text{received}(q, r_p, estimate_q, ts_q) \text{from } q]$

$msgs_p[r_p] \leftarrow \{(q, r_p, estimate_q, ts_q) | p \text{ received}(q, r_p, estimate_q, ts_q) \text{ from } q\}$

$t \leftarrow \text{largest } ts_q \text{ such that } (q, r_p, estimate_q, ts_q) \in msgs_p[r_p]$

$estimate_p \leftarrow \text{select one } estimate_q \text{ such that } (q, r_p, estimate_q, t) \in msgs_p[r_p]$

$p$ sends $(p, r_p, estimate_p)$ to all processes

Phase 3: {All processes wait for the new estimate proposed by the current coordinator}

wait until $[\text{received}(c_p, r_p, estimate_{c_p}) \text{ from } c_p \text{ or } c_p \in D_p]$ \{Query the failure detector\}

if $[\text{received}(c_p, r_p, estimate_{c_p}) \text{ from } c_p]$ then $\{p \text{ received } estimate_{c_p} \text{ from } c_p\}$

$estimate_p \leftarrow estimate_{c_p}$

$ts_p \leftarrow r_p$

$p$ sends $(p, r_p, \text{ack}$ to $c_p$

else

$p$ sends $(p, r_p, \text{nack}$ to $c_p$ \{p suspects that $c_p$ crashed\}

Phase 4: {The current coordinator waits for $\lfloor (n + 1)/2 \rfloor$ replies.}

If these replies indicate that $\lfloor (n + 1)/2 \rfloor$ processes adopted its estimate, the coordinator broadcasts a request to decide.}

if $p = c_p$ then

wait until $[\text{for } \lfloor (n + 1)/2 \rfloor \text{ processes } q: \text{received}(q, r_p, \text{ack or } (q, r_p, \text{nack}) ]$

if $[\text{for } \lfloor (n + 1)/2 \rfloor \text{ processes } q: \text{received}(q, r_p, \text{ack})]$ then $p$ R-broadcasts $(p, r_p, estimate_p, \text{decide})$

Task 2: {When $p$ receives a decide message, it decides}

when $p$ R-delivers $(q, r_q, estimate_q, \text{decide})$ for some $q$

if $state_p = \text{undecided}$ then

$decide$ on $estimate_q$

$state_p \leftarrow \text{decided}$

coend

Algorithm 15.4 An algorithm to solve the consensus problem using an eventually strong failure detector $D \in \diamondsuit \mathcal{S}$ [3].
and eventual weak accuracy. The algorithm requires that a majority of the processes are always up. If $f$ is the maximum number of processes that may crash at any time, this algorithm requires that $f < \lceil n/2 \rceil$, that is, at least $(n+1)/2$ processes are correct at all times.

**An explanation of the algorithm**

This algorithm proceeds in asynchronous rounds and makes use of the *rotating coordinator* paradigm until a decision is reached. All processes know that during round $r$, the coordinator is process $c = (r \mod n) + 1$. All messages are either to or from the “current” coordinator. The “current” coordinator tries to determine a consistent decision value. If the current coordinator is correct and is not suspected by any surviving process, then it succeeds and broadcasts the decision value.

The algorithm goes through three asynchronous stages where each stage can contain several asynchronous rounds. In the first stage, several decision values are proposed. In second stage, a value gets locked: no other decision value is possible. In the third and final stage, the processes decide on the locked value and consensus is reached.

Initially, the state of a process $p$ is “undecided” and its estimate of the decision value is $i_p$. A timestamp $tsp$ is associated with every process $p$ that contains the round number when its estimate was last updated.

Each round of task 1 consists of four asynchronous phases. In phase 1, every process $p$ sends its current estimate of the decision value to the current coordinator $c_p$. It also sends the round number ($tsp$) in which it adopted this estimate.

In phase 2, the coordinator $c_p$ gathers $\lceil (n+1)/2 \rceil$ such estimates and proposes a new estimate. The current coordinator waits until it receives estimates from $\lceil (n+1)/2 \rceil$ processes. It stores all these estimates in the array $mgs_p[r_p]$, selects one with the largest timestamp, and sends it to all the processes as the new estimate, $estimate_p$.

In phase 3, all processes wait for the new estimate proposed by the current coordinator. For each process $p$, there are two possibilities:

- Process $p$ receives $estimate_{c_p}$ from the coordinator $c_p$: in this case, $p$ updates its timestamp to the current round number and sends an *ack* to $c_p$ to indicate that it adopted $estimate_{c_p}$ as its own estimate.
- Process $p$ does not receive an $estimate_{c_p}$ from the coordinator $c_p$ and, upon consulting its failure detector module $D_p$, suspects that the coordinator $c_p$ has crashed: in this case, $p$ sends a *nack* to $c_p$.

In phase 4, the coordinator $c_p$ waits for $\lceil (n+1)/2 \rceil$ replies (*acks* or *nacks*). If all replies are *acks*, then $c_p$ knows that a majority of processes changed
their estimates to estimate\textsubscript{\textit{cp}}, and thus estimate\textsubscript{\textit{p}} is locked and \textit{c}_{\textit{p}} broadcast a request to decide value estimate\textsubscript{\textit{p}}.

In task 2, at any time, if a process receives such a request, it decides accordingly, i.e., when a process \textit{p} receives a message of the form (\textit{q}, \textit{r}_{\textit{q}}, estimate\textsubscript{\textit{q}}, decide) from a process \textit{q}, then \textit{p} decides on the estimate of \textit{q} provided it has not already decided. In this case, process \textit{p} changes its state to "decided."

For correctness of the algorithm, we have to show that the algorithm satisfies termination, uniform validity, agreement, and uniform integrity properties. The readers are referred to the original source for a correctness proof.

This algorithm requires that \textit{f} < \lceil \textit{n}/2 \rceil, i.e., at least \lceil \textit{n}/2 \rceil processes are correct, and assumes that processes have a priori knowledge of the list of potential coordinators.

### 15.4 Atomic broadcast

Atomic broadcast is one of the fundamental problems in fault-tolerant distributed computing. It is a powerful paradigm in the design of fault-tolerant distributed computing systems. Chandra and Toueg [3] showed that the results of consensus can be applied to solve the problem of atomic broadcast.

Informally, atomic broadcast requires that all correct processes deliver the same set of messages in the same order (i.e., deliver the same sequence of messages). Formally, atomic broadcast can be defined as a reliable broadcast with the total order property.

The total order property If two correct processes \textit{p} and \textit{q} deliver two messages \textit{m} and \textit{m}'\textsubscript{\textit{q}}, then \textit{p} delivers \textit{m} before \textit{m}'\textsubscript{\textit{q}} if and only if \textit{q} delivers \textit{m} before \textit{m}'\textsubscript{\textit{q}}.

The total order and agreement properties of atomic broadcast ensure that all correct processes deliver the same sequence of messages.

In asynchronous systems with crash failures, consensus and atomic broadcast are equivalent and this can be shown by reducing one to the another. Consensus can be reduced to atomic broadcast as follows: In the consensus problem, to propose a value, a process atomically broadcasts it. To decide a value, a process picks the value of the first message that it atomically delivers. The total order property of atomic broadcast ensures that all correct processes deliver the same first message. Hence, all correct processes choose the same value and the agreement property of the consensus is satisfied. In the next section, we show how to reduce atomic broadcast to consensus.

A consequence of this equivalence is that a solution for one can be used to solve the other. In addition, it implies the following for solving atomic broadcast in asynchronous systems:
Since consensus has no deterministic solution in asynchronous systems, even if we assume that at most one process may fail by crashing, atomic broadcast cannot be solved by a deterministic algorithm even if at most one process may fail by crashing.

As consensus is solvable using randomization or unreliable failure detectors in asynchronous systems, atomic broadcast can be solved using these techniques.

### 15.5 A solution to atomic broadcast

Algorithm 15.5 presents a solution (due to Chandra and Toueg [3]) to atomic broadcast problem using the consensus in asynchronous systems. This algorithm shows how to transform any consensus algorithm into an atomic broadcast algorithm in asynchronous systems. This atomic broadcast algorithm tolerates as many faulty processes as the consensus algorithm does.

This atomic broadcast algorithm uses repeated executions of consensus. The $k$th execution of consensus is used to decide on the $k$th batch of messages to be atomically delivered. Processes distinguish between these executions by tagging all the messages pertaining to the $k$th execution of consensus with the counter $k$.

The atomic broadcast algorithm uses $R_{broadcast}(m)$ and $R_{deliver}(m)$ primitives of reliable broadcast. To avoid any confusion, note that the primitives $A_{broadcast}(m)$ and $A_{deliver}(m)$ respectively refer to a broadcast and a delivery in atomic broadcast, while primitives $R_{broadcast}(m)$ and $R_{deliver}(m)$ respectively refer to a broadcast and a delivery associated with reliable broadcast. $propose(k, -)$ and $decide(k, -)$ are the propose and decide primitives corresponding to the $k$th execution of consensus.

**An explanation of the algorithm**

The algorithm consists of three tasks such that: (i) a task that is enabled is eventually executed and (ii) a task $i$ can execute concurrently with another task $j$ provided $i \neq j$.

In task 1, when a process $p$ wants to A-broadcast a message $m$, it $R_{broadcasts} m$. In task 2, a message $m$ is added to set $R_{delivered}_p$ when process $p$ $R_{delivers}$ it.

In task 3, when a process $p$ $A_{delivers}$ a message $m$, it adds $m$ to set $A_{delivered}_p$, $A_{undelivered}_p$ (defined as $R_{delivered}_p - A_{delivered}_p$) is the set of messages that $p$ has $R_{delivered}$ but has not $A_{delivered}$ yet. Process $p$ periodically checks whether $A_{undelivered}_p$ contains messages. If $A_{undelivered}_p$ contains messages, $p$ enters its next execution of consensus, say the $k$th one, and proposes $A_{undelivered}_p$ as the next batch of messages to be $A_{delivered}$. Process $p$ then waits for the $k$th consensus decision, which is denoted by $msgSet^k$. $msgSet^k$ contains messages that are $R_{delivered}$ but are...
Every process $p$ executes the following:

Initialization:

\[ R_{\text{delivered}} \leftarrow \emptyset \]
\[ A_{\text{delivered}} \leftarrow \emptyset \]
\[ k \leftarrow 0 \]

To execute $A_{\text{broadcast}}(m)$:

\[ R_{\text{broadcast}}(m) \]

$A_{\text{deliver}}(\cdot)$ occurs as follows:

\[
\begin{align*}
&\text{when } R_{\text{deliver}}(m) \quad \{\text{Task 2}\} \\
&R_{\text{delivered}} \leftarrow R_{\text{delivered}} \cup \{m\}
\end{align*}
\]

\[
\begin{align*}
&\text{when } R_{\text{delivered}} - A_{\text{delivered}} \neq \emptyset \quad \{\text{Task 3}\} \\
&k \leftarrow k + 1 \\
&A_{\text{undelivered}} \leftarrow R_{\text{delivered}} - A_{\text{delivered}} \\
&\text{propose}(k, A_{\text{undelivered}}) \\
&\text{wait until } \text{decide}(k, \text{msgSet}^k) \\
&A_{\text{deliver}}^k \leftarrow \text{msgSet}^k - A_{\text{delivered}} \\
&\text{atomically deliver all messages in } A_{\text{deliver}}^k \text{ in some determinisic order} \\
&A_{\text{delivered}} \leftarrow A_{\text{delivered}} \cup A_{\text{deliver}}^k
\end{align*}
\]

Algorithm 15.5 A Solution to atomic broadcast using consensus [3].

yet to be $A_{\text{delivered}}$. Finally, $p$ delivers all the messages in $\text{msgSet}^k$ except those already $A_{\text{delivered}}$ by it (i.e., all the messages in the set $A_{\text{deliver}}^k = \text{msgSet}^k - A_{\text{delivered}}$,) in some deterministic order that was agreed a priori by all processes.

For a correctness proof of the algorithm, the readers should refer to the original source.

15.6 The weakest failure detectors to solve fundamental agreement problems

Delporte-Gallet et al. [5] showed that, if we exclude unrealistic failure detectors, then in an environment where we do not bound the number of faulty processes, the class of perfect failure detectors $P$ is the weakest to solve fundamental agreement problems like uniform consensus, atomic broadcast, and terminating reliable broadcast (also called the Byzantine Generals).

\[ \text{ Unrealistic failure detectors are failure detectors that can guess the future and thus cannot be implemented even in a perfectly synchronous systems.} \]
Delporte-Gallet et al. [5] collapsed the Chandra–Toueg failure detector hierarchy in this environment, and showed that $P$ is the only useful class to solve these agreement problems. This explains why most known reliable distributed systems rely on a group membership service that precisely aims at emulating a perfect failure detector $P$, that is, when a process is suspected due to a timeout, it is excluded from the group. Thus, every suspicion is taken as being accurate.

**Uniform consensus**

In consensus, the agreement property allows the bad processes to decide differently from good processes. This fact can be sometimes undesirable as it does not prevent a bad process from propagating a different decision in the system before crashing. In the uniform consensus, the uniform-agreement property allows no two processes (good or bad) to decide differently, which enforces the same decision on any process that decides.

**Terminating reliable broadcast**

Solving the consensus problem is equivalent to solving the atomic broadcast problem, in any system with reliable channels (i.e., where only a finite number of messages can be lost). Atomic broadcast entails delivering messages to processes in a reliable and totally ordered manner. Terminating reliable broadcast is a stronger form of atomic broadcast. In terminating reliable broadcast, the processes deliver messages in the same sequence as atomic broadcast does, but, in addition, processes should deliver a specific nil value for every message that was broadcast by a faulty process but was not delivered by any correct process. This problem is a rephrasing of the famous Byzantine Generals problem in the fail-stop model.

Delporte-Gallet et al. [5] showed that, in environments where the number of faulty processes is not bounded, uniform consensus is strictly harder than consensus, and uniform consensus and atomic broadcast are strictly weaker than terminating reliable broadcast.

In environments where the number of faulty processes is not bounded, the exact information about failures needed to solve consensus (hence atomic broadcast) and terminating reliable broadcast, is captured by $P$. Thus, in the failure detector hierarchy, $P$ is the only useful class to solve the agreement problems.

### 15.6.1 Realistic failure detectors

Note that a failure detector has been defined as *any* function of the failure pattern and this function may be able to provide information about the future failures. Such a failure detector does not factor out synchrony assumptions of the system and cannot be implemented even in a perfectly synchronous system.
Delporte-Gallet et al. [5] restricted the scope of failure detectors as functions of the “past” failure patterns and defined the class of realistic failure detectors \( R \), which cannot guess the future.

A failure detector is realistic if it cannot guess the future, i.e., there is no time \( t \) and no failure pattern \( F \) at which the failure detector can provide exact information about crashes that will hold after \( t \) in \( F \).

Formally, the class of realistic failure detector \( R \) is the set of failure detectors \( D \) that satisfy the following property:

\[
\forall (F, F') \in E, \forall t \in \phi \text{ such that } \forall t_1 \leq t; F(t_1) = F'(t_1).
\]

We have:

\[
\forall H \in D(F), \exists H' \in D(F') \text{ such that } \forall t_1 \leq t, \forall p_i \in \Omega: H(p_i, t_1) = H'(p_i, t_1).
\]

That is, a failure detector \( D \) is realistic if for any pair of failure patterns \( F \) and \( F' \) that are similar up to a given time \( t \), whenever \( D \) outputs some information at a time \( t - k \) in \( F \), \( D \) could output the very same information at \( t - k \) in \( F' \). Thus, a realistic failure detector cannot distinguish two failure patterns according to what will happen in the future. In other words, the output of a realistic failure detector depends only upon the past. For a realistic failure detector \( D \), for any failure pattern \( F \), the output of \( D \) at time \( t \) is a function of \( F \) up to time \( t \).

**Example**

We now present two failure detector examples to illustrate the concept. The first failure detector is realistic and the second is non-realistic.

1. **Scribe (C)** A scribe, “C,” is a failure detector that sees what is happening at all processes in real time and outputs a list of processes based on what it sees. For any failure pattern \( F \), failure detector \( C \) outputs, at any time \( t \), the list of values of \( F \) up to time \( t \), denoted by \( F[t] \). For each failure pattern \( F \), \( C(F) \) is the singleton set that contains the failure detector history \( H \), such that:

\[
\forall t \in \phi, \forall p_i \in \Omega, H(p_i, t) = F[t].
\]

Therefore, \( C \) is an example of a realistic failure detector.

2. **The Marabout (M)** Failure detector \( M \) (Marabout) outputs a list of processes. For any failure pattern \( F \) and at any process \( p_i \), the output of the failure detector \( M \) is constant and is the list of faulty processes in \( F \). Thus, \( M \) outputs the list of processes that have crashed or will crash in \( F \). This is an example of an unrealistic failure detector.

To better understand why \( M \) is an unrealistic failure detector, consider the failure patterns \( F \) and \( F' \) such that (i) all processes are correct in \( F \) except \( p_1 \), which crashes at time \( t = 10 \), (ii) all processes are correct in \( F' \), and (iii) \( F \) and \( F' \) are same up to time \( t = 9 \).
Consider any history $H$ of $M(F)$ and any history $H'$ of $M(F')$. By the definition of $M$:

- the output at any process and at any time of $H'$ is $\phi$, and
- for any history $H \in M(F)$, for any process $p_i$, and any time $t \in \Phi$, the output, $H(p_i, t)$, is $\{p_1\}$.

However, if $M$ was realistic, its failure detector histories $H$ in $M(F)$ and $H'$ in $M(F')$ should be such that $H'$ and $H$ are identical up to time $t = 9$. Thus, $M$ is unrealistic because it is accurate about the future.

### 15.6.2 The weakest failure detector for consensus

Recall that, in the consensus problem, every process proposes an initial value and all processes must agree on one of these values such that termination, agreement, and validity properties are satisfied. Delporte-Gallet et al. [5] showed that, if the number of faulty processes is not restricted, then $P$ is the weakest “realistic” failure detector class to solve consensus. Precisely, they showed that if the number of faulty processes is not restricted, any realistic failure detector that solves consensus can be transformed into a failure detector of class $P$. We next give an intuitive proof of this lower bound, which includes the following two parts:

- First, we show that “any consensus algorithm is total,” that is, the causal chain of any decision event contains a message from every process that has not crashed at the time of the decision.

  We argue that a consensus decision cannot be reached by any process without having consulted every other correct process. If this is not true, a situation is possible where, after the decision, all the consulted processes crash except the one that is not consulted and this process later decides differently. If all the processes are consulted before every decision, we call such an algorithm “total”.

- Second part of the proof entails showing that “if a realistic failure detector $D$ implements a total consensus algorithm, then $D$ can be transformed into a perfect failure detector $P$."

  This proof uses the fact that $D$ is realistic and the algorithm is total. Therefore, for accurate tracking of process failures, no decision is taken without consulting every correct process. A process is suspected to have crashed in a sequence of consensus instances, if and only if a decision is reached and the process was not consulted in the decision.
15.6.3 The weakest failure detector for terminating reliable broadcast

Terminating reliable broadcast is a strong form of reliable broadcast in which processes must deliver a specific value \textit{nil} if the sender process has crashed; else, the processes must deliver the message \textit{m}, broadcast by \textit{sender(m)}.

A general variant of the problem is considered where every process is a potential initiator of the broadcast. The \textit{k}th instance of the broadcast initiated by process \textit{p}_i is denoted by \((i, k)\). Instance \((i, \ast)\) is defined by the following properties:

- **Validity** If a correct process \textit{p}_i broadcasts a message \textit{m}, then \textit{p}_i eventually delivers \textit{m}.
- **Agreement** If a process delivers a message \textit{m}, then every correct process delivers \textit{m}.
- **Integrity** If a process delivers a message \textit{m} and \textit{p}_i is correct, then \textit{sender(m)} = \textit{p}_i.

If we do not bound the number of processes that can crash, then among realistic failure detectors, the weakest class to solve terminating reliable broadcast is \(P\). A sketch of the proof is as follows.

**Sufficient condition**

Terminating reliable broadcast problem can be solved by any perfect failure detector, including realistic failure detectors. When instance \((k, k')\) of the terminating reliable broadcast is executed, each process waits until it receives the value from \textit{p}_k or it suspects \textit{p}_k. In the former case, it proposes the received value to consensus, and in the latter case, it proposes value \textit{nil}. The value delivered is the consensus value.

**Necessary condition**

Suppose \(A\) is any terminating reliable broadcast algorithm using a failure detector \(D\). We can emulate the output of \(D\), a failure detector of class \(P\), using terminating reliable broadcast algorithm \(A\) in a distributed variable \(output(P)\) in the following way: whenever a process \textit{p}_j delivers \textit{nil} for an instance \((i, \ast)\) of the algorithm, \textit{p}_j adds \textit{p}_i to \(output(P)_j\). Any process that crashes will eventually be permanently added to \(output(P)\) at every correct process. Thus, strong completeness will be ensured. A process \textit{p}_j is added to \(output(P)_j\) at some time \(t\) only if \textit{p}_i is faulty. Since \(D\) is assumed to be realistic, \textit{p}_i must have crashed by time \(t\).

15.7 An implementation of a failure detector

Now we present an algorithm to implement a failure detector. The algorithm is a timeout-based implementation of eventually perfect failure detector \(D \in \Diamond P\).
in partially synchronous models. The concept of partial synchrony in a distributed system lies between the cases of a synchronous system and an asynchronous system. In partial synchrony, the system is asynchronous initially but after an unknown time $t$, the system becomes synchronous. This assumption captures the fact that the system does not always behave as synchronous. Generally distributed systems are synchronous most of the time, and then they experience bounded asynchrony periods. We expect from partial synchrony a period of synchrony long enough to terminate the distributed algorithm.

Each process $p$ maintains a default timeout interval for every other process in the system. A process sets a timeout based on the worst-case round trip of a message exchange. To measure the elapsed time, each process $p$ maintains a local clock, say, by counting the number of steps that it takes.

The following variables are used in the algorithm:

- $Output_p$ (called the suspect list of $p$) is a set to hold all the suspected processes by process $p$. This set is initially empty. This set is local to process $p$, which is executing the algorithm.
- $q$ is the loop variable used to identify each process in the system.
- $\Pi$ is a set of all processes in the system.
- $\Delta_p(q)$ is the duration of $p$’s timeout interval for $q$.

The algorithm is presented in Algorithm 15.6.

Every process $p$ executes the following:

```
$Output_p \leftarrow \emptyset$ \hspace{1cm} \{Initializes output set to empty\}
for all $q \in \Pi$
$\Delta_p(q) \leftarrow$ default time-out interval \hspace{1cm} \{Set the timeout interval\}
```

cobegin

||Task 1: repeat periodically
send “$p$-is-alive” to all

||Task 2: repeat periodically
for all $q \in \Pi$
if $q \neq Output_p$ and $p$ did not receive “$q$-is-alive” during the last $\Delta_p(q)$ ticks of $p$’s clock
$Output_p \leftarrow Output_p \cup \{q\}$ \hspace{1cm} \{$p$ times-out on $q$ and starts suspecting that $q$ has crashed\}

||Task 3: when receive “$q$-is-alive” for some $q$
If $q \in Output_p$ \hspace{1cm} \{$p$ knows that it prematurely timed-out on $q$\}
$Output_p \leftarrow Output_p \setminus \{q\}$ \hspace{1cm} \{$p$ repents on $q$\}
$\Delta_p(q) \leftarrow \Delta_p(q) + 1$ \hspace{1cm} \{$p$ increases its time-out period for $q$\}

coend

Algorithm 15.6 A timeout-based implementation of $D \in \mathcal{D}$ in the partial synchrony model [3].
Explanation of the algorithm

- **Task 1** Each process $p$ periodically sends a “$p$-is-alive” message to all other processes. This is like a heart-beat message that informs other processes that process $p$ is alive.
- **Task 2** If a process $p$ does not receive a “$q$-is-alive” message from a process $q$ within $\Delta_p(q)$ time units on its clock, then $p$ adds $q$ to its set of suspects if $q$ is not already in the suspect list of $p$.
- **Task 3** When a process delivers a message from a suspected process, it corrects its error about the suspected process and increases its timeout for that process. If process $p$ receives “$q$-is-alive” message from a process $q$ that it currently suspects, $p$ knows that its previous timeout on $q$ was premature – $p$ removes $q$ from its set of suspects and increases its timeout period for process $q$, $\Delta_p(q)$.

Correctness of the algorithm

The algorithm insures the properties of an eventually perfect failure detector as discussed below:

- **Strong completeness** If a process $p$ crashes, it will stop sending “$p$-is-alive” messages. Eventually every process that crashes is permanently detected by every correct process. Therefore, a crashed process will be suspected by any correct process and no process will revise the judgement.
- **Eventual strong accuracy** After time $t$, the system becomes synchronous, i.e., after time $t$, a message sent by a correct process $p$ to another process $q$ will be delivered within a bounded time. If $p$ was wrongly suspected by $q$, then $q$ will revise its suspicious. Eventually, no correct process is ever suspected.

15.8 An adaptive failure detection protocol

In this section, we discuss an adaptive failure detection protocol that allows a process to monitor other processes and eventually detects its crash [8]. The protocol relies as much as possible on application messages to do this monitoring and uses control messages only when no application message is sent by the monitoring process to the observed process. More precisely, the proposed protocol allows a process to monitor another process using the application messages it is exchanging to communicate with the other process, saving failure detection messages. A failure detector (thus, failure detection messages) are used when the processes are not communicating. The cost associated with the implementation of a failure detector incurs only when the failure detector is used (hence, it is called a lazy failure detector). When the underlying system satisfies the partial synchrony assumption, the protocol implements an eventually perfect failure detector $D \in \diamondsuit P$. Recall that an eventually
perfect failure detector makes no mistake (i.e., the list of suspects at a process includes all crashed processes, but no correct process) after a finite, but unknown time.

For any failure detector in $\Diamond P$, after it becomes perfect, if the average observed transmission delay is finite and the upper layer application terminates within a bounded number of steps, then it terminates correctly when run with the proposed protocol. These properties make the protocol attractive: it is inexpensive, implementable, and powerful.

The basic failure detection protocol (denoted by $FD_L$) ensures that if a process queries another process that has crashed, then it will definitely suspect it. Thus, completeness of the detection is satisfied. The failure detection protocol is plugged into two particular contexts. The first context is defined by the properties to be satisfied by the lower layer, namely, partial synchrony. When the failure detection protocol is plugged in such a system, the protocol provides a failure detector of the class $\Diamond P$. The second context is defined by a property assumed to be satisfied by the upper layer, i.e., the application and some weaker properties to be satisfied by the lower level. The first context is defined by partial synchrony.

The second context defines a property (called $\Diamond P$-terminating) that the application has to satisfy. A failure detector-based application (the failure detector it uses belongs to $\Diamond P$) is $\Diamond P$-terminating if it terminates correctly within at most some $l$ steps after the failure detector becomes perfect. When run with a $\Diamond P$-terminating application, the protocol provides the application with the same properties as $\Diamond P$ if the average observed transmission delay is finite. Interestingly, unlike the first context, the second context does not require an upper bound on message transfer delays. These two contexts show that this failure detection protocol is inexpensive, implementable, and powerful.

### 15.8.1 Lazy failure detection protocol ($FD_L$)

**Assumptions**

The basic system consists of a finite set of processes $P = \{p_1, p_2, \ldots, p_n\}$. Each process $p_i$ has a local hardware clock $hc_i$ that strictly monotonically increases. The local clocks are not required to be synchronized, and there is no assumption on their possible drift. The behavior of a process can be modeled by a finite state automaton. Each step of a process is triggered by a message. An event is the execution of communication statement by a process. The history $h_i$ of a process $p_i$ is the sequence of communication events it produces.

Every pair of processes is connected by a channel and they communicate by sending and receiving messages through channels. Channels are not required to be FIFO. They are only assumed to be reliable in
the following sense: they do not create, duplicate, alter or loose messages, i.e., if a process $p_j$ is correct, message sent by a process $p_i$ to $p_j$ is eventually received by $p_j$.

**Primitives provided**

The protocol provides the following primitives to each upper layer application process $p_i$:

- **SEND $M$ to $p_j$**: used by $p_i$ to send an application message $M$ to $p_j$.
- **RECEIVE $M$**: used by $p_i$ to receive an application message $M$.
- **QUERY$(j)$**: used to know whether $p_j$ is suspected to have crashed. This primitive returns an answer, namely, the value suspect or no_suspect.

At an operational level, the protocol uses three types of messages: “appl,” “ack,” and “ping.” To send an application message $M$ to $p_j$, a process $p_i$ invokes “sendappl$(m)$ to $p_j$” where the protocol message $m$ includes $M$ plus some control information. When it receives such a message, $p_j$ systematically acknowledges it by sending back $ack(m)$. When it receives $ack(m)$, $p_j$ computes the round trip delay of the pair $appl(m) + ack(m)$. For each destination process $p_j$, $p_i$ additionally computes the maximum round trip delay for the messages that have been acknowledged by $p_j$.

The answer provided by **QUERY$(j)$** when it is invoked by the upper layer depends on the existence of a “pending” message, i.e., a message $m$ such that $appl(m)$ has been sent to $p_j$ but the corresponding $ack(m)$ has not yet been received by $p_j$: (i) if there is no such message, the answer is no_suspect, but $p_i$ sends a ping message to $p_j$ in order to verify its answer, (ii) if there are such “pending” messages, the answer depends on the maximum round trip delay already experienced.

**The protocol $FD_L$**

The protocol manages two arrays of local variables for each process $p_i$; (i) **pending_msg_st,$[j]$** – this set is initially empty and it contains the sending times of the messages sent by $p_i$ to $p_j$, whose acknowledgements have not yet been received by $p_j$; (ii) **max_rtd,$[j]$** – this contains the biggest round trip time of the messages that $p_i$ sent to $p_j$ and that have been acknowledged. Initially, this variable has the value zero. If the value of **max_rtd,$[j]$** from the previous execution is known, then **max_rtd,$[j]$** can be initialized to this value.

A call to **SEND $M$** is interpreted as a message reception from the upper layer. Similarly, **RECEIVE $M$** is interpreted as a message sent to the upper layer. A protocol message $m$ has a type (appl/ack/ping). In addition to a content (m.content), a message $m$ also carries the local send time (m.st).
More precisely, $appl(m)$ and $ping(m)$ carry their local send time and $ack(m)$ carries the send time of the $appl(m)$ or $ping(m)$ message it is associated with.

The protocol is described for process $p_i$ in Algorithm 15.7 and works as follows:

```plaintext
when SEND $M$ to $p_j$ is invoked:
  $m.content \leftarrow M$; $m.st \leftarrow hc_i$;
  $pending_msg_st,[j] \leftarrow pending_msg_st,[j] \cup \{m.st\}$
  send $appl(m)$ to $p_j$

when $type(m)$ is recieved from $p_j$:
  case
    $type = appl$ then transmit $M = m.content$ to upper layer,
    {* RECEIVE $M$ *} send $ack(m)$ to $p_j$ {* $m.st$ keeps its value *}
    $type = ack$ then $rt \leftarrow hc_i$;
    $max_rtd,[j] \leftarrow max(max_rtd,[j], rt-m.st)$;
    $pending_msg_st,[j] \leftarrow pending_msg_st,[j] - \{m.st\}$
    $type = ping$ then send $ack(m)$ to $p_j$ {* $m.st$ keeps its value *}
  endcase

when QUERY($j$) is invoked:
  if $pending_msg_st,[j] = \emptyset$ then create a control message $m$;
    $m.content \leftarrow null$; $m.st \leftarrow hc_i$
    send $ping(m)$ to $p_j$;
    $pending_msg_st,[j] \leftarrow \{m.st\}$;
    return(no_suspect)
  else
    $rt \leftarrow hc_i$;
    if $rt-min(pending_msg_st,[j]) > max_rtd,[j]$ then return (suspect)
    else return (no_suspect)
  endif
endif
```

**Algorithm 15.7** Lazy failure detection protocol for process $p_i$ [8].

when SEND $M$ to $p_j$ is invoked by $p_i$, $m.content$ is initialized to the application message $M$ and $m.st$ is initialized to the local hardware clock time. Since the acknowledgement of this message is not yet received by $p_i$, $m.st$ is added to the set $pending_msg_st,[j]$. Now, $p_i$ sends the application message $appl(m)$ to $p_j$.

When $p_j$ receives a message from $p_i$, it acts as follows: if the message received by process $p_j$ is of type $appl$, then the message content($m.content$) is transmitted to the upper layer and an acknowledgement message, $ack(m)$
An adaptive failure detection protocol is sent to \( p_j \). If the message is an acknowledgement, \( \text{ack} \), then the maximum round trip delay time of the messages sent to \( p_j \) by process \( p_i \) is updated to the maximum of the previous and current round trip delay times. Since this is an acknowledgement message, its sending time is deleted from the pending time set. When the message of type ping is received by \( p_j \), it sends an acknowledgement message \( \text{ack}(m) \) to \( p_j \).

When \( \text{QUERY}(j) \) is invoked by the process \( p_i \), the following two conditions arise: (i) if \( \text{pending\_msg\_st}_{i}[j] \) is empty, then a control message \( m \) is created and is used to ping process \( p_j \). A control message is used as there is no communication between the processes. The ping message send time is added to the pending time set and a value \( \text{no\_suspect} \) is returned. (ii) When \( \text{pending\_msg\_st}_{i}[j] \) is non-empty, if the time taken to receive an acknowledgement from process \( p_j \) is greater than the \( \text{max\_rtd}_{i}[j] \), then the process \( p_j \) is suspected to be crashed and a value \( \text{suspect} \) is returned, else \( \text{no\_suspect} \) is returned.

Properties of \( FD_L \)
If from some time \( t \), a process \( p_i \) obtains the answer \( \text{suspect} \) each time it invokes \( \text{QUERY}(j) \), we say that from that time it “permanently suspects \( p_j \)” from \( t \).

Completeness property
Let us assume that \( p_i \) is correct, while \( p_j \) is faulty (i.e., it has crashed). Then, \( FD_L \) ensures that eventually \( p_i \) permanently suspects \( p_j \) to have crashed.

The protocol in partially synchronous systems
If the underlying system is partially synchronous, there is a time \( t \) after which \( FD_L \) ensures that no correct process is suspected by a correct process.

\( \Diamond P \) terminating protocol
If the upper layer protocol is \( \Diamond P \)-terminating, then it terminates with probability 1 when, instead of using a failure detector of \( \Diamond P \), it uses \( FD_L \).

Message cost
Each \( \text{appl()} \) or \( \text{ping()} \) message generates atmost one \( \text{ack()} \) message. Both \( \text{appl()} \) and \( \text{ping()} \) are due to the application layer: \( \text{appl()} \) when it sends an application message and \( \text{ping()} \) when it invokes \( \text{QUERY()} \).

The cost of invocation of \( \text{QUERY}(j) \) by a process \( p_i \) after \( p_j \) has crashed: According to the current state of \( \text{pending\_msg\_st}_{i}[j] \), \( p_i \) can be forced to send \( \text{ping}(m) \) message to \( p_j \). But from now, the condition \( \text{pending\_msg\_st}_{i}[j] \neq \Phi \) remains permanently true. Consequently, the next invocations of \( \text{QUERY}(j) \) do not send messages, and their communication cost is zero.

\[ \text{This means that there is a time after which there are upper bounds on messages transfer delays and associated processing times.} \]
15.9 Exercises

Exercise 15.1 It is well known fact that consensus and atomic broadcast problems cannot be solved deterministically in asynchronous distributed systems even for a single process failure. Then how do failure detectors solve these problems?

15.10 Notes on references

The area of failure detectors was initiated by Chandra and Toueg [3] and a large number of researchers followed it. An excellent short review paper on the topic is by Raynal [22]. Delporte-Gallet et al. [5] present a realistic failure detector. An adaptive failure detector can be found in Fetzer et al. [8].
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A fundamental concern in building a secure distributed system is the authentication of local and remote entities in the system \[41\]. In a distributed system, the hosts communicate by sending and receiving messages over the network. Various resources (such as files and printers) distributed among the hosts are shared across the network in the form of network services provided by servers. The entities in a distributed system, such as users, clients, servers, and processes, are collectively referred to as principals. A distributed system is susceptible to a variety of threats mounted by intruders as well as legitimate users of the system.

In an environment where a principal can impersonate another principal, principals must adopt a mutually suspicious attitude toward one another and authentication becomes an important requirement. Authentication is a process by which one principal verifies the identity of another principal. For example, in a client–server system, the server may need to authenticate the client. Likewise, the client may want to authenticate the server so that it is assured that it is talking to the right entity. Authentication is needed for both authorization and accounting functions. In one-way authentication, only one principal verifies the identity of the other principal, while in mutual authentication both communicating principals verify each other’s identity. A user gains access to a distributed system by logging on to a host in the system. In an open access environment where hosts are scattered across unrestricted areas, a host can be arbitrarily compromised, necessitating mutual authentication between the user and host. In a distributed system, authentication is carried out using a protocol involving message exchanges and these protocols are termed authentication protocols \[41\].
16.2 Background and definitions

In simple terms, authentication is identification plus verification. Identification [41] is the procedure whereby an entity claims a certain identity, while verification is the procedure whereby that claim is checked. Authentication is a process of verifying that the principal’s identity is as claimed. The correctness of authentication relies heavily on the verification procedure employed.

A successful identity authentication results in a belief held by the authenticating principal (the verifier) that the authenticated principal (the claimant) possesses the claimed identity. The other types of authentication include message origin authentication and message content authentication. In this chapter, we restrict our attention to identity authentication only.

Authentication in distributed systems is carried out using protocols. A protocol is a precisely defined sequence of communication and computation steps. A communication step transfers messages from one principal (the sender) to another (the receiver), while a computation step updates a principal’s internal state. Two distinct states can be identified upon the termination of the protocol: one signifying successful authentication and the other failure.

Although the goal of any authentication is to verify the claimed identity of a principal, specific success and failure states are highly protocol dependent. For example, the success of an authentication during the connection establishment phase of a communication protocol is usually indicated by the distribution of a fresh session key between two mutually authenticated peer processes. On the other hand, in a user login authentication, success usually results in the creation of a login process on behalf of the user.

16.2.1 Basis of authentication

Authentication generally is based on the possession of some secret information, like password, known only to the entities participating in the authentication. When an entity wants to authenticate another entity, the former will verify if the latter possesses the knowledge of the secret. If the entity demonstrates the knowledge of the right secret information, the authentication succeeds, else authentication fails. Examples of secret information for the purpose of authentication include the following: something known (e.g., a shared key), something possessed (e.g., a smartcard), or something inherent (e.g., biometrics). However, the verification process should not allow an attacker to reuse an authentication exchange to impersonate an entity. The verification process must provide the verifier with enough confidence that an attacker is not trying to impersonate an entity.
16.2.2 Types of principals

In a distributed system, the entities that require identification are hosts, users, and processes [26]. They thus are the principals involved in an authentication.

- **Hosts** These are addressable entities at the network level. A host is usually identified by its name (for example, a fully qualified domain name) or its network address (for example, an IP address).

- **Users** These entities are ultimately responsible for all system activities. Users initiate and are accountable for all system activities. Most access control and accounting functions are based on users. Typical users include humans, as well as accounts maintained in the user database. Users are considered to be outside the system boundary.

- **Processes** The system creates processes within the system boundary to represent users. A process requests and consumes resources on the behalf of its user.

Processes fall into two classes: client and server. Client processes are consumers who obtain services from server processes, who are service providers. A particular process can act as both a client and a server.

16.2.3 A simple classification of authentication protocols

Authentication protocols can be categorized based on the following criteria [28]: type of cryptography (symmetric vs. asymmetric), reciprocity of authentication (mutual vs. one-way), key exchange, real-time involvement of a third party (on-line vs. off-line), nature of trust required from a third party, nature of security guarantees, and storage of secrets.

In this chapter, we classify authentication protocols [41] primarily based on the cryptographic technique used. There are two basic types of cryptographic techniques: symmetric (“private key”) and asymmetric (“public key”). Symmetric cryptography uses a single private key to both encrypt and decrypt data. Any party that has the key can use it to encrypt and decrypt data. Symmetric cryptography algorithms are typically fast and are suitable for processing large streams of data. Asymmetric cryptography, also called public-key cryptography, uses a secret key that must be kept from unauthorized users and a public key that is made public. Both the public key and the private key are mathematically linked: data encrypted with the public key can be decrypted only by the corresponding private key, and data signed with the private key can only be verified with the corresponding public key. Both keys are unique to a communication session.

16.2.4 Notation

We specify authentication protocols [39] with precise syntax and semantics and define a system model that characterizes protocol executions. We assume
a given set of constant symbols, which denote the names of principals, nonces, and keys. In symmetric key cryptography, let $\{X\}_k$ denote the encryption of $X$ using a symmetric key $k$ and $\{Y\}_{k^{-1}}$ denote the decryption of $Y$ using a symmetric key $k$. In asymmetric key cryptography, for a principal $x$, $K_x$ and $K^{-1}_x$ denote its public and private keys, respectively.

We present authentication protocols using the following format. A communication step whereby $P$ sends a message $M$ to $Q$ is represented as $P \rightarrow Q: M$, whereas a computation step of $P$ is written as $P: \ldots$, where “…” is a specification of the computation step.

For example, a typical login protocol between a host $H$ and a user $U$ is given in Algorithm 16.1 ($f$ denotes a one-way function, that is, given $y$, it is computationally infeasible to find an $x$ such that $f(x) = y$).

```
U → H : U
H → U : “Please enter password”
U → H : p
  H : compute $y = f(p)$
    : Retrieve user record $(U, f(\text{password}_U))$ from the database
    : If $y = f(\text{password}_U)$, then accept; otherwise reject
```

**Algorithm 16.1** A login protocol.

Since authentication protocols for distributed systems directly use cryptosystems, their basic design principles also follow the type of cryptosystem used. Specifically, we identify two basic categories of authentication: one based on symmetric cryptosystems and other on asymmetric cryptosystems. Protocols presented in this chapter are intended to illustrate basic design principles and a realistic protocol is certainly a refinement of these basic protocols.

### 16.2.5 Design principles for cryptographic protocols

Abadi and Needham set out a set of principles [2] to denote prudent engineering practices for cryptographic protocols design [2,4]. They are not meant to apply to every protocol in every instance, but they do provide rules of thumb that should be considered when designing a cryptographic protocol.

We next present these principles and briefly comment on them [2,4].

- **Principle 1** Every message should say what it means: the interpretation of the message should depend only on its content. It should be possible to write down a straightforward English sentence describing the content – though if there is a suitable formalism available, which is good, too.
- **Principle 2** The conditions for a message to be acted upon should be clearly set out so that someone reviewing the design may see whether they are acceptable or not.
Principle 3  If the identity of a principal is essential to the meaning of
a message, it is prudent to mention the principal’s name explicitly in the
message.

Principle 4  Be clear as to why encryption is being done. Encryption is
not wholly cheap, and not asking precisely why it is being done can lead to
redundancy. Encryption is not synonymous with security, and its improper
use can lead to errors.

Principle 5  When a principal signs material that has already been
encrypted, it should not be inferred that the principal knows the content
of the message. On the other hand, it is proper to infer that the principal
that signs a message and then encrypts it for privacy knows the content of
the message.

Principle 6  Be clear about what properties you are assuming about
nonces. What may do for ensuring temporal succession may not do for
ensuring association – and perhaps association is best established by other
means.

Principle 7  The use of a predictable quantity (such as the value of a
counter) can serve in guaranteeing newness, through a challenge–response
exchange. But if a predictable quantity is to be effective, it should be
protected so that an intruder cannot simulate a challenge and later replay
a response.

Principle 8  If timestamps are used as freshness guarantees by refer-
ce to absolute time, then the difference between local clocks at various
machines must be much less than the allowable age of a message deemed
to be valid. Furthermore, the time maintenance mechanism everywhere
becomes part of the trusted computing base.

Principle 9  A key may have been used recently, for example, to encrypt
a nonce, yet be quite old, and possibly compromised. Recent use does not
make the key look any better than it would otherwise.

Principle 10 If an encoding is used to present the meaning of a message,
then it should be possible to tell which encoding is being used. In the
common case where the encoding is protocol dependent, it should be
possible to deduce that the message belongs to this protocol, and in fact
to a particular run of the protocol, and to know its number in the protocol.

Principle 11 The protocol designer should know which trust relations his
protocol depends on, and why the dependence is necessary. The reasons
for particular trust relations being acceptable should be explicit though
they will be founded on judgment and policy rather than on logic.

16.3 Protocols based on symmetric cryptosystems

In a symmetric cryptosystem, knowing the shared key lets a principal encrypt
and decrypt arbitrary messages [41]. Without such knowledge, a principal
cannot create the encrypted version of a message, or decrypt an encrypted message. Hence, authentication protocols can be designed using the following principle:

If a principal can correctly encrypt a message using a key that the verifier believes is known only to a principal with the claimed identity (outside of the verifier), this act constitutes sufficient proof of identity.

Thus, the principle embodies the fact that a principal’s knowledge is indirectly demonstrated through its ability to encrypt or decrypt.

16.3.1 Basic protocol

Using the above principle, we immediately obtain the basic protocol (shown in Algorithm 16.2) where principal $P$ is authenticating itself to principal $Q$. “$k$” denotes a secret key that is shared between only $P$ and $Q$ [41].

<table>
<thead>
<tr>
<th>$P$</th>
<th>Create a message $m$ = “I am P.”</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Compute $m' = {m, Q}_k$</td>
</tr>
<tr>
<td>$P \rightarrow Q$</td>
<td>$m, m'$</td>
</tr>
<tr>
<td>$Q$</td>
<td>verify ${m, Q}_k = m'$</td>
</tr>
<tr>
<td></td>
<td>: if equal then accept; otherwise the authentication fails</td>
</tr>
</tbody>
</table>

**Algorithm 16.2** Basic protocol.

In this protocol, the principal $P$ prepares a message $m$, and encrypts the message and identity of $Q$ using the symmetric key $k$ and sends to $Q$ both the plain text and encrypted messages. Principal $Q$, on receiving the message, encrypts the plain text message and its identity to get the encrypted message. If it is equal to the encrypted message sent by $P$, then $Q$ has authenticated $P$, else the authentication fails.

**Weaknesses**

Clearly, this method is sound only if the underlying cryptosystem is strong (one cannot create the encrypted version of a message without knowing the key) and the key is secret (it is shared only between the real principal and the verifier). Note that this protocol performs only one-way authentication; mutual authentication can be achieved by reversing the roles of $P$ and $Q$.

One major weakness of the protocol is its vulnerability to replays. More precisely, an adversary could masquerade as $P$ by recording the message $m$, $m'$ and later replaying it to $Q$. As mentioned, replay attacks can be countered by using nonces or timestamps. Since both plain text message $m$ and its encrypted version $m'$ are sent together by $P$ to $Q$, this method is vulnerable to known plain text attacks. Thus the cryptosystem must be able to withstand known plain text attacks.
16.3.2 Modified protocol with nonce

To prevent replay attacks, we modify the protocol by adding a challenge-and-
response step using a nonce (shown in Algorithm 16.3). A nonce is a large
random or pseudo-random number that is drawn from a large space so that it
is difficult to guess by an intruder. This property of a nonce helps ensure that
old communications cannot be reused in replay attacks.

\[
P \rightarrow Q: \quad \text{“I am P.”}\\
Q: \quad \text{generate nonce } n\\
Q \rightarrow P: \quad n\\
P: \quad \text{compute } m' = \{P, Q, n\}_k\\
P \rightarrow Q: \quad m'\\
Q: \quad \text{verify } \{P, Q, n\}_k = m'\\
\]

: if equal then accept; otherwise the authentication fails

Algorithm 16.3 Challenge-and-response protocol using a nonce.

In the modified version of the protocol [41], the principal P wants to
authenticate itself to Q. Q generates a nonce and sends this nonce to P. P
then encrypts Q, the nonce, and its own identity with the secret key and sends
this encrypted message to Q. Q verifies this encrypted message by encrypting
its identity, P’s identity, and the nonce with the key k. Q authenticates P
if the encrypted information equals that sent by P, else the authentication
fails.

Replay is foiled by the freshness of nonce n and because n is drawn from
a large space. Therefore, it is highly unlikely that the nonce n generated
by Q in the current session is the same as one used in a previous session.
Thus an attacker cannot use a message of type m’ from a previous session
to mount a replay attack. In addition, even if an eavesdropper has monitored
all previous authentication conversations between P and Q, it is impossible
to produce the message m because it does not know the secret key k. The
challenge-and-response step can be repeated any number of times until the
desired level of confidence is reached by Q.

Weaknesses

This protocol has scalability problems because each principal must store the
secret key for every other principal it would ever want to authenticate [41].
This presents major initialization (the predistribution of secret keys) and
storage problems. Moreover, the compromise of one principal can potentially
compromise the entire system. Note that this protocol is also vulnerable to
known plain text attacks.
16.3.3 Wide-mouth frog protocol

The above raised problems can be significantly reduced by postulating a centralized server $S$. The wide-mouth frog protocol [28] uses a similar approach where a principal $A$ authenticates itself to principal $B$ using a Server $S$. The protocol works as follows:

\[
A \rightarrow S : \quad A, \{T_A, K_{AB}, B\}_{K_{AS}} \\
S \rightarrow B : \quad \{T_S, K_{AB}, A\}_{K_{BS}}
\]

$A$ decides that it wants to set up communication with $B$. $A$ sends to $S$ its identity and a packet encrypted with the key, $K_{AS}$, it shares with $S$. The packet contains the current timestamp, $A$’s desired communication partner, and a randomly generated key $K_{AB}$, for communication between $A$ and $B$. $S$ decrypts the packet to obtain $K_{AB}$ and then forwards this key to $B$ in an encrypted packet that also contains the current timestamp and $A$’s identity. $B$ decrypts this message with the key it shares with $S$ and retrieves the identity of the other party and the key, $K_{AB}$. Any principal receiving a message with an out-of-date timestamp during this protocol discards it to prevent replay attacks. This protocol achieve two objectives: first, it securely establishes a secret key between two principals $A$ and $B$; and second, $A$ authenticates itself to $B$ with the help of the server $S$. This is because only the server $S$ could have constructed the message $\{T_S, K_{AB}, A\}_{K_{BS}}$ in step 2 only after receiving a message from $A$ in step 1.

A weakness of the protocol is that a global clock is required and the protocol will fail if the server $S$ is compromised.

16.3.4 A protocol based on an authentication server

Another approach to solve the problem is by using a centralized authentication server $S$ that shares a secret key $K_{XS}$ with every principal $X$ in the system [41]. The basic authentication protocol is shown in Algorithm 16.4.

In the protocol using an authentication server, the principal $P$ sends its identity to $Q$. $Q$ generates a nonce and sends this nonce to $P$. $P$ then encrypts $P$, $Q$ and $n$ with the key $K_{PS}$ and sends this encrypted value $x$ to $Q$. $Q$ then encrypts $P$, $Q$ and $x$ with $K_{QS}$ and sends this encrypted value $y$ to authentication server $S$. Since $S$ knows both the secret keys, it decrypts $y$ with $K_{QS}$, recovers $x$, decrypts $x$ with $K_{PS}$ and recovers $P$, $Q$ and $n$. Server $S$ then encrypts $P$, $Q$ and $n$ with key $K_{QS}$ and sends the encrypted value $m$ to $Q$. $Q$ then computes $P$, $Q$ and $n_{K_{QS}}$ and verifies if this value is equal to the value received from $S$. If both values are equal, then authentication succeeds, else it fails.

Thus $Q$’s verification step is preceded by a key-translation step by $S$. Since $P$ and $Q$ do not share a secret key, the authentication server $S$ does the
Algorithm 16.4 A protocol using an authentication server.

key translation because it shares a secret key with both principals $P$ and $Q$. $Q$ sends the message (encrypted with $K_{PS}$ that it received from $P$) to $S$. $S$ does the key translation by decrypting it with $K_{PS}$, encrypting $P$, $Q$ and $n$ with $K_{QS}$ and sending the message encrypted with $K_{QS}$ to $Q$. This is termed as the key-translation step [41].

The basis of this protocol is a challenge for $Q$ to $P$ if $P$ can encrypt the nonce $n$ with the secret key that it shares with server $S$. The protocol correctness rests on $S$’s trustworthiness – that $S$ will properly decrypt using $P$’s key and reencrypt using $Q$’s key. The initialization and storage problems are greatly alleviated because each principal needs to keep only one key. The risk of compromise is mostly shifted to $S$, whose security can be guaranteed by various measures, such as encrypting stored keys using a master key and putting $S$ in a physically secure room.

16.3.5 One-time password scheme

In the one-time password scheme [24], a password can only be used once. A one-time password system generates a list of passwords and secretly communicates this list to the client and the server. The client uses the passwords in the list to log on to a server. Once a password has been used, it cannot be used again. To log on again, the client must use the next password in the list. The server always expects the next password in the list at the next logon. Therefore, even if a password is disclosed, the possibility of replay attacks is eliminated because the system expects the next password in the subsequent logon. This protocol is best suited for distributed systems where authentication mainly takes place between client and server.
Protocol description

The protocol consists of two steps:

1. **The Registration stage**, where the client registers with the server and gets a list of passwords.
2. **The Login and authentication stage**, where the server authenticates the client.

**Step 1: registration**

1. Every client shares a pre-shared secret key, represented as $SEED$, with the server. It is a large random number secretly communicated by the server to the client.

2. The server generates a session key ($SK$) with the help of a random number $D$ and a timestamp $T$, i.e., $SK = D || T$. The server computes and sends $SEED \oplus SK$ to the client. When the client receives $SEED \oplus SK$, it computes the value of $SK$ as follows:

   $$SK := SEED \oplus (SEED \oplus SK).$$

The client then generates an initial key $IK$ with the help of a randomly generated secret key $K$,

$$IK := K \oplus SEED.$$ 

The client then decides the number of times ($N$) it wants to login to the server and sends the generated initial key ($IK$) to the server. To do this, the client performs $IK \oplus SK$ and $N \oplus SK$ and sends these values to the server.

3. When the server receives $IK \oplus SK$ and $N \oplus SK$, it retrieves $IK$ and $N$ from the received values and computes

   $$p_0 := H^N (IK)$$
   
   for the user, where $H$ is a hash function,

and performs $p_0 := p_0 \oplus SK$, stores $p_0$ and $N$ in its database, and sends $p_0 \oplus SK$ back to the client as a response. It also computes $p_1$ and $p_2$ as follows:

   $$p_1 := H^{N-1} (IK), \quad \text{and} \quad p_2 := H^{N-2} (IK).$$

The server then sends $p_0 \oplus SK$, $p_1 \oplus SK$, and $p_2 \oplus SK$ to the client.

4. On receiving $p_0 \oplus SK$, $p_1 \oplus SK$, and $p_2 \oplus SK$ from the server, the client performs the XOR operation on $SK$ and $p_0 \oplus SK$, $p_1 \oplus SK$, and $p_2 \oplus SK$ separately, to obtain $p_0$, $p_1$, and $p_2$, respectively. The client hashes $IK$ for $N$ times and then compares it with $p_0$. If both values are equal, the client
is sure of the authenticity of the server and that it is not communicating with an intruder.

It then saves the values of $p_0$, $p_1$, $p_2$, and $N$ for future communication with the server. This marks the end of the registration stage.

The above steps are described in 16.5.

If $N$ is 50, the user can log in to the server 50 times and $p_0 = H^{50}(IK)$. After 50 logins, the user must repeat the steps in the registration.

| Server → Client | $SEED$ |
| Server → Client | $SEED \oplus SK$ |
| Client → Server | $IK \oplus SK$ and $N \oplus SK$ |
| Server → Client | $p_0 \oplus SK$, $p_1 \oplus SK$, $p_2 \oplus SK$ |

**Algorithm 16.5** The registration stage.

**Step 2: Login and authentication**

Once the client is registered, every time it needs to access a service provided by the server, the client needs to get authenticated. Authentication requires the following steps:

1. If the client is logging in for the $t$th time, the server generates a new session key ($SK$):

   $$ SK := D \| T, \text{ where } T \text{ is the timestamp and } D \text{ is a random number.} $$

   The server also computes $p_{t-1} = H^{C+1}(IK)$ where $C = N - t$. It then performs $p_{t-1} \oplus SK$ and $SK \oplus SEED$ ($SEED$ is stored in the database) and sends these values to the client.

2. On the receipt of the values from the server, the client computes $SK$ as follows:

   $$ SK := p_{t-1} \oplus (p_{t-1} \oplus SK). $$

   Then the client checks the timestamp $T$ of the session key $SK$. If the timestamp is valid, the client computes $SEED := SK \oplus (SK \oplus SEED)$ and checks the value of $SEED$ with the one saved to make sure of the server’s identity. If they match, the server’s authenticity is verified.

3. Now the client proves its identity to the server as follows: it sends $SK \oplus p_t$ to the server. The client uses the $p_t$ saved in the previous login in this EX-OR operation.

   The server calculates $p_t$ from $SK \oplus p_t$ received from the client as follows:

   $$ p_t := SK \oplus (SK \oplus p_t). $$
From the received $p_t$ value, it calculates $p_{t-1} := H(p_t)$ and compares it with $p_{t-1}$ obtained in step 1. If both match, the identity of the client is verified.

Finally, the server updates $N$ with $C$, where $C = N - t$, and computes $p_{t+1}$ using $p_0$ and sends $p_{t+1} \oplus SK$ to the client.

4. The client computes value of $p_{t+1}$ as $p_{t+1} = SK \oplus (SK \oplus p_{t+1})$ and stores it for its next login.

For example, if $t = 10$ and $N := 100$, then $p_{t-1} := H^{91}(IK)$, $p_t := H^{90}(IK)$, and $p_{t+1} := H^{89}(IK)$.

The above steps are described in Algorithm 16.6.

\[\text{Algorithm 16.6 The login and authentication stage.}\]

| Server → Client | $p_{t-1} \oplus SK$, SEED $\oplus SK$ |
| Client → Server | $p_t \oplus SK$ |
| Server → Client | $p_{t+1} \oplus SK$ |

In this protocol, the client and the server communicate with each other by passing parameters that are encrypted, i.e., exclusive ORed with either $SK$ or SEED. $SK$ is the session key of a particular session and SEED is the pre-shared secret key. Since these two values are known only to the client and server, eavesdropping of the connection does not have any effect. Since $SK$ is obtained by using the timestamp, replay of previous session does not work and thus the scheme is robust against replay attacks. The use of the hash function makes dictionary attacks impossible.

**Weaknesses**

One-time passwords that are not time-synchronized are vulnerable to phishing. Phishing usually occurs when a fraudster sends an email that contains a link to a fraudulent website where the users are asked to provide personal account information. The email and website are usually disguised to appear to recipients as though they are from a bank or another well-known brand. In late 2005, customers of a Swedish bank were tricked into giving up their passwords.

### 16.3.6 Otway–Rees protocol

The Otway–Rees protocol [28] is a server-based protocol that provides authenticated key transport only in four messages without requiring timestamps. It provides key authentication and key freshness assurances. It does not, however, provide entity authentication or key confirmation.

The notations used in the protocol are as follows: $K_{AB}$ is a session key that the server $S$ generates for users $A$ and $B$ to share. $N_A$ and $N_B$ are nonces chosen
by A and B, respectively, to allow verification of key freshness (thereby
detecting replay attacks). M is another nonce chosen by A which serves as a
transaction identifier. S shares symmetric keys K_{AS} and K_{BS} with A and B,
respectively. This protocol is shown in Algorithm 16.7.

Algorithm 16.7 Otway–Rees protocol.

In step 1, user A encrypts two nonces, N_A and M, and the identities of itself
and the identity of the party B to whom it wishes to communicate, with the key
K_{AS} and sends this to B along with M, A, and B in plain text. On the receipt
of this message, user B creates its own nonce N_B and an analogous encrypted
message, (N_B, M, A, B)_{K_{BS}}, in step 2 and sends this along with A’s message
to server S. When the server S receives this message, it uses the clear (plain)
text identifiers in the message to retrieve K_{AS} and K_{BS}, then verifies if the
clear text (M, A, B) matches that recovered upon decrypting both parts of the
message in step 2. Verifying M in particular confirms that the encrypted parts
are linked. If so, S decides on a new key K_{AB} for communication between A
and B, prepares two distinct messages (N_A, K_{AB})_{K_{AS}} and (N_B, K_{AB})_{K_{BS}}
for A and B, respectively, and sends both to B in step 3. When B receives
this message, it decrypts the second part of the message received in step 3
and checks if N_B matches that sent in step 2. If so, it sends the first part to
A in step 4. When A receives this message, it decrypts message received in
step 4 and checks if N_A matches that sent in step 1.

If all checks pass, A and B are assured that K_{AB} is fresh (due to their
respective nonces), and trust that (N_A, K_{AB})_{K_{AS}} and (N_B, K_{AB})_{K_{BS}}
have been constructed by the server S. A knows that B is active as verification of step
4 implies that B sent the message in step 2 recently; B, however, has no
assurance that A is active until subsequent use of K_{AB} by A, since B cannot
determine if the message in step 1 is fresh.

Weaknesses
One problem with this protocol is that a malicious intruder can arrange for A
and B to end up with different keys as follows: A and B execute the first three
messages; at this point, B has received the key K_{AB}. The intruder intercepts
the fourth message. He/she replays step 2, which results in S generating a new
key K'_{AB} and sending it to B in step 3. The intruder intercepts this message,
too, but sends to A the part of it that B would have sent to A. So A has finally
received the expected fourth message, but with K'_{AB} instead of K_{AB}. Another
16.3.7 Kerberos authentication service

Kerberos [20, 30, 32] primarily addresses client–server authentication using a symmetric cryptosystem. Kerberos is an authentication system designed for MIT’s Project Athena [1]. The goal of Project Athena was to create an educational computing environment based on high-performance workstations, high-speed networking, and servers of various types. Researchers envisioned a large-scale (10,000 workstations to 1000 servers) open network computing environment in which individual workstations could be privately owned and operated. Therefore, a workstation cannot be trusted to identify its users correctly to network services. Kerberos is not a complete authentication service required for secure distributed computing in general; it only addresses issues of client–server interactions.

In this section, we describe the Kerberos authentication protocol. Kerberos’ design is based on the use of a symmetric cryptosystem together with trusted third-party authentication servers. The basic components include authentication servers (Kerberos servers) and ticket-granting servers (TGSs).

Initial registration

Every client/user registers with the Kerberos server by providing its user i.d., \( U \), and a password, \( \text{password}_u \). The Kerberos server computes a key \( k_u = f(\text{password}_u) \) using a one-way function \( f \) and stores this key in a database. Note that \( k_u \) is a secret key that depends on the password of the user and is shared by client \( U \) and the Kerberos server only.

The authentication protocol

Authentication in Kerberos proceeds in three steps:

1. **Initial authentication at login**  
   The Kerberos server authenticates user login at a host and installs a ticket for the ticket-granting server, TGS, at the login host.

2. **Obtain a ticket for the server**  
   Using the ticket for the ticket-granting server, the client requests the ticket-granting server, TGS, for a ticket for the server.

3. **Requesting service from the server**  
   The client uses the server ticket obtained from the TGS to request services from the server.

These steps are shown in Figure 16.1. Next, we explain these steps in detail.

*Step 1: Initial authentication at login*

Initial authentication at login uses a Kerberos server and is shown in Algorithm 16.8. Let \( U \) be a user who is attempting to log into a host \( H \).
Algorithm 16.8 Initial Authentication at Login.

In step 1, user $U$ initiates login by entering his/her username. In step 2, the login host $H$ forwards the login request and the i.d. of the TGS to a Kerberos server. In step 3, the Kerberos server retrieves $k_U$ and $k_{TGS}$ from the database, generates a new session key $k$ and creates a ticket-granting 

---

**Figure 16.1** Steps in authentication in Kerberos.

1. $U \rightarrow H : U$
2. $H \rightarrow$ Kerberos : $U, TGS$
3. Kerberos : retrieve $k_U$ and $k_{TGS}$ from database
   : generate new session key $k$
   : create a ticket-granting ticket
   : $\text{tick}_{TGS} = \{U, TGS, k, T, L\}_{k_{TGS}}$
4. Kerberos $\rightarrow H : \{TGS, k, T, L, \text{tick}_{TGS}\}_{k_U}$
5. $H \rightarrow U : \text{“Password?”}$
6. $U \rightarrow H : \text{password}$
7. $H$ : compute $k'_U = f(\text{password})$
   : recover $k$, $\text{tick}_{TGS}$ by decrypting
   : $\{TGS, k, T, L, \text{tick}_{TGS}\}_{k_U}$ with $k'_U$
   : if decryption fails, abort login, otherwise,
   : retain $\text{tick}_{TGS}$ and $k$
   : erase $\text{password}$ from the memory
ticket \(\text{tick}_{TGS} = \{U, TGS, k, T, L\}_{k_{TGS}}\), where \(U\) is the identity of the user who wishes to communicate with the server, \(TGS\) is the identity of the ticket-granting server, \(k\) is the session key, \(T\) is a timestamp, \(L\) is the ticket’s lifetime and \(k_{TGS}\) is the key shared between the TGS and the Kerberos server. In step 4, the Kerberos server encrypts the ticket \(\text{tick}_{TGS}\), the identity of the TGS, the session key, the timestamp, and lifetime with \(k_U\) and sends it to host \(H\).

In step 5, on receiving this message from the Kerberos server, host \(H\) prompts the user for his/her password, which the user supplies in step 6. In step 7, host \(H\) computes the key, \(K_U'\), corresponding to the password using the one-way function \(f\). The host recovers the session key \(k\) by decrypting \(\{TGS, k, T, L, \text{tick}_{TGS}\}_{k_U}\) with \(k_U'\). If the password supplied by the user is not the valid password of \(U\), \(k_U'\) would not be identical to \(k_U\), and the authentication will fail. Thus, the user is authenticated if the host is able to decrypt the message for the Kerberos server. Upon successful authentication, the host saves the new session key \(k\) and the ticket-granting ticket, \(\text{tick}_{TGS}\), for further use and erases the user password from the memory. The ticket-granting ticket is used to request server tickets from the TGS. Note that \(\text{tick}_{TGS}\) is encrypted with \(k_{TGS}\), the key shared between the TGS and the Kerberos server.

**Step 2: Obtain a ticket for the server**
The client executes the steps shown in Algorithm 16.9 to request a ticket for the server from the TGS. Basically, the client sends the ticket \(\text{tick}_{TGS}\) to the TGS, requesting a ticket for the server \(S\). (\(T_1\) and \(T_2\) are timestamps.)

Because a ticket is susceptible to interception and replay, it does not by itself constitute sufficient proof of identity. For authentication, a principal presenting a ticket must also demonstrate the knowledge of the session key \(k\) named in the ticket. An authenticator, \(\{C, T\}_k\), where \(C\) is the client identity, \(T\) is the timestamp, and \(k\) is the session key, provides the demonstration. Unlike the ticket, which is reusable, an authenticator can be used only once and has a very short lifetime. The ticket proves the client’s identity and also distributes the key; however, it is susceptible to replay attacks. The authenticator is used to counter this attack. Because an authenticator can be used only once and has a very short lifetime, the threat of an opponent stealing the ticket for a replay attack is countered.

\[
\begin{align*}
1) & \quad C \to TGS: \quad S, \text{tick}_{TGS}, \{C, T_1\}_k \\
2) & \quad TGS: \quad \text{recover } k \text{ from } \text{tick}_{TGS} \text{ by decrypting with } k_{TGS} \\
& \quad \quad : \text{recover } T_1 \text{ from } \{C, T_1\}_k \text{ by decrypting with } k \\
& \quad \quad : \text{check timelines of } T_1 \text{ with respect to local clock} \\
& \quad \quad : \text{generate new session key } k \\
& \quad \quad : \text{Create server ticket } \text{tick}_S = \{C, S, k, T, L\}_{k_S} \\
3) & \quad TGS \to C: \quad \{S, k, T, L, \text{tick}_S\}_k \\
4) & \quad C: \quad \text{recover } k, \text{tick}_S \text{ by decrypting the message with } k
\end{align*}
\]

**Algorithm 16.9** Obtain a ticket for the server.
In step 1, to request a ticket for server $S$, client $C$ presents its ticket-granting ticket $\text{ticket}_\text{TGS}$ along with the authenticator to the TGS. $C$’s knowledge of $k$ is demonstrated using the authenticator $\{C, T_1\}_k$. In step 2, the TGS decrypts $\text{ticket}_\text{TGS}$ with $k_{\text{TGS}}$ to recover $k$, verifies the authenticity of the authenticator by decrypting $\{C, T_1\}_k$ with $k$, and checks the timeliness of $T_1$ in the authenticator and $T$ in $\text{ticket}_\text{TGS}$. If both decryptions in step 2 are successful and $T_1$ is timely, the TGS is convinced of the authenticity of the ticket, and creates a ticket $\text{ticket}_S = \{C, S, k, T, L, k_S\}$ for server $S$, where $C$ is the identity of the client, $S$ is the server identity, $k$ is the new session key, $T$ is the timestamp of the TGS, $L$ is the lifetime of the ticket, and $k_S$ is the key shared between the TGS and server $S$. This ticket is returned to $C$ in step 3. In step 4, $C$ recovers $k$ and $\text{ticket}_S$ from $\{S, k, T, L, \text{ticket}_S\}_k$ by decrypting it with $k$.

**Step 3: requesting service from the server**

Client $C$ sends the ticket and the authenticator to server. The server decrypts $\text{ticket}_S$ and recovers $k$. It then uses $k$ to decrypt the authenticator $\{C, T_2\}_k$ and checks if the timestamp is current and the client identifier matches with that in the $\text{ticket}_S$ before granting service to the client. If mutual authentication is required, the server returns an authenticator (Algorithm 16.10).

\begin{algorithm}
\begin{align*}
(1) & \quad C \rightarrow S : \quad \text{ticket}_S, \{C, T_2\}_k \\
(2) & \quad S : \quad \text{recover } k \text{ from } \text{ticket}_S \text{ by decrypting it with } k_S \\
& \quad : \quad \text{recover } T_2 \text{ from } \{C, T_2\}_k \text{ by decrypting with } k \\
& \quad : \quad \text{check timeliness of } T_2 \text{ with respect to the local clock} \\
(3) & \quad S \rightarrow C : \quad \{T_2 + 1\}_k
\end{align*}
\end{algorithm}

**Algorithm 16.10** Requesting service from the server.

In step 1, $C$ presents $S$ with $\text{ticket}_S$ and a new authenticator. In step 2, $S$ recovers $k$ from $\text{ticket}_S$ by decrypting it with $k_S$ and uses $k$ obtained to decrypt $\{C, T_2\}_k$. If both decryptions are successful and $T_2$ is timely, then $S$ is assured of the authenticity of the Client. Finally, step 3 assures $C$ of the server’s identity.

**Weaknesses**

Kerberos [5, 21] makes no provisions for host security; it assumes that it is running on trusted hosts with an untrusted network. If host security is compromised, then Kerberos is compromised as well. Kerberos uses a principal’s password (encryption key) as the fundamental proof of identity. If a user’s Kerberos password is stolen by an attacker, then the attacker can impersonate that user with impunity. Since the Kerberos’ password database holds all the passwords for all of the principals in a realm, if the host security on the
database is compromised, then the entire realm is compromised. In Kerberos version 4, authenticators are valid for a particular time. If an attacker sniffs the network for authenticators, they have a small time window in which they can re-use it and gain access to the same service. Kerberos version 5 introduced a replay cache that prevents any authenticator from being used more than once. Since anybody can request a ticket-granting ticket for any user, and that ticket is encrypted with the user’s secret key (password), it is simple to perform an offline attack on this ticket by trying to decrypt it, say using the dictionary attack. Kerberos version 5 introduced pre-authentication to solve this problem.

16.4 Protocols based on asymmetric cryptosystems

In an asymmetric cryptosystem [41], each principal \( P \) publishes its public key \( k_p \) and keeps secret its private key \( k_p^{-1} \). Thus only \( P \) can generate \( \{m\}_{k_p^{-1}} \) for any message \( m \) by signing it using \( k_p^{-1} \). The signed message \( \{m\}_{k_p^{-1}} \) can be verified by any principal with the knowledge of \( k_p \) (assuming a commutative asymmetric cryptosystem). Asymmetric authentication protocols can be constructed using a design principle called ASYM, which is as follows:

If a principal can correctly sign a message using the private key of the claimed identity, this act constitutes a sufficient proof of identity.

This ASYM principle follows the proof-by-knowledge principle for authentication, in that a principal’s knowledge is indirectly demonstrated through its signing capability.

16.4.1 The basic protocol

Using ASYM, we obtain a basic protocol as shown in Algorithm 16.11 [41].

\[
\begin{align*}
P & \to Q : \quad \text{“I am } P.\text{”} \\
Q & : \quad \text{generate nonce } n \\
Q & \to P : \quad n \\
P & : \quad \text{compute } m = \{P, Q, n\}_{k_p^{-1}} \\
P & \to Q : \quad m \\
Q & : \quad \text{verify } (P, Q, n) = \{m\}_{k_p} \\
& \quad : \quad \text{if equal, then accept; otherwise, the authentication fails}
\end{align*}
\]

Algorithm 16.11 Basic protocol.

In this protocol, \( Q \) sends a random number \( n \) to \( P \) and challenges it to encrypt with its private key. \( P \) encrypts \( (P, Q, n) \) with its private key \( k_p^{-1} \) and sends it to \( Q \). \( Q \) verifies the received message by decrypting it with \( P \)’s
public key $k_p$ and checking with the identity of $P$, $Q$, and $n$. This protocol depends on the guarantee that $\{P, Q, n\}_{k_p^{-1}}$ cannot be produced without the knowledge of $k_p^{-1}$ and the correctness of $k_p$ as published by $P$ and kept by $Q$.

### 16.4.2 A modified protocol with a certification authority

The basic protocol requires that $Q$ has the knowledge of $P$’s public key. A problem arises if $Q$ does not know $P$’s public key. This problem is alleviated by postulating a centralized certification authority (CA) that maintains a database of all published public keys [41]. If a user $A$ does not have the public key of another user $B$, $A$ can request $B$’s public key from the CA.

The basic protocol can be modified as shown in Algorithm 16.12 to address this issue.

```
P → Q : “I am $P$."
Q : generate nonce $n$
Q → P : $n$
P : compute $m = \{P, Q, n\}_{k_p^{-1}}$
P → Q : $m$
Q → CA : “I need $P$’s public key.”
CA : retrieve public key $k_P$ of $P$ from key database
     Create certificate $c = \{P, k_P\}_{k_{CA}^{-1}}$
CA → Q : $P$, $c$
Q : recover $P$, $k_p$ from $c$ by decrypting with $k_{CA}$
     verify $(P, Q, n) = \{m\}_{k_p}$
     : if equal, then accept; otherwise, the authentication fails
```

**Algorithm 16.12** A modified protocol with a certification authority, CA.

This protocol is similar to the basic protocol described above but a certification authority, CA, is involved. When $Q$ receives a message encrypted with $P$’s private key from $P$, it requests the authentication server for $P$’s public key. CA retrieves the public key of $P$ from the key database and provides $Q$ with a certificate for $P$’s public key. The certificate, $\{P, k_P\}_{k_{CA}^{-1}}$, contains $P$’s identity and its public key, encrypted with the private key of the certification authority. $Q$ retrieves the public key of $P$ by decrypting the certificate with the public key of CA. Then it decrypts the message $m$, it received from $P$ using the public key $k_P$ and checks if $\{m\}_{k_p}$ equals $\{P, Q, n\}$. If both are equal, authentication succeeds, else it fails.

Note that $c$, called a *public key certificate*, represents a certified statement by CA that $P$’s public key is $k_p$. Other information such as an expiration date and the classification of principal $P$ can also be included in the certificate. However, each principal in the system must know the public key $k_{CA}$ of CA.
In this protocol, CA is an example of an on-line certification authority. It supports interactive queries and is actively involved in authentication exchanges. A certification authority can also operate off-line. In this case, a public key certificate is issued to a principal when it first registered. The certificate is kept by the principal and is forwarded during an authentication exchange, thus eliminating the need to make a separate query to a CA. Forgery is impossible, since a certificate is signed by the certification authority.

16.4.3 Needham and Schroeder protocol

The Needham–Schroeder public key protocol [29] uses a trusted key server that issues certificates containing the public key of a user. The protocol is described in Algorithm 16.13. In this protocol, the initiator $A$ seeks to establish a session with responder $B$ with the help of trusted key server $S$. (Recall that, for a principal $x$, $K_x$ and $K_x^{-1}$ denote its public and private keys, respectively.)


In step 1, $A$ sends a message to the server $S$, requesting $B$’s public key. $S$ responds by returning $B$’s public key $K_b$ along with $B$’s identity (to prevent attacks based upon diverting key deliveries), encrypted using $S$’s secret key (to assure $A$ that this message originated from $S$). $A$ then seeks to establish a connection with $B$ by selecting a nonce $N_a$, and sending it along with its identity to $B$ (message 3) encrypted using $B$’s public key. When $B$ receives this message, it decrypts the message to obtain the nonce $N_a$ and to learn that user $A$ is trying to communicate with it. It then requests the public key of $A$ from server $S$ (message 4), which the server sends to $B$ in message 5. $B$ then returns nonce $N_a$, along with a new nonce $N_b$, to $A$, encrypted with $A$’s public key (message 6). When $A$ receives this message, it decrypts it with its private key and is assured that it is talking to $B$, since only $B$ could have decrypted the message in step 3 to obtain $N_a$. $A$ then returns nonce $N_b$ to $B$, encrypted with $B$’s key. When $B$ receives this message, it is assured that it is talking to $A$, since only $A$ could have decrypted the message in step 6 to obtain $N_b$. Thus, after step 7, $A$ and $B$ have mutually authenticated themselves.
This protocol can be considered as the interleaving of two logically disjoint protocols: messages 1, 2, 4, and 5 are concerned with obtaining public keys, whereas messages 3, 6, and 7 are concerned with the authentication of $A$ and $B$.

**Weaknesses**

This protocol provides no guarantee that the public keys obtained are current and not replays of old, possibly compromised keys. This problem can be overcome in various ways. For example, one way is that the server $S$ includes timestamps in messages 2 and 5; however, this requires synchronized clocks at processes. Another method is that $A$ sends a nonce in message 1 and $S$ returns the same nonce in message 2.

**An impersonation attack on the protocol**

We now show how an intruder can mount an impersonation attack on this protocol [25]. We assume that the intruder $I$ is a user of the computer network, and so is able to set up standard sessions with other users, and other users may try to set up sessions with $I$. We assume that the intruder can intercept any messages in the system and introduce new messages. However, we make some assumptions about what sort of messages the intruder may introduce. We assume that the intruder cannot guess the value of nonces being passed in encrypted messages, unless those messages are encrypted with his own key. Thus the intruder can only produce new messages using nonces that it invented itself, or that it has previously seen and understood. It can also replay complete encrypted messages, even if it is unable to understand the contents.

The attack shown in Algorithm 16.14, starts with a user $A$ trying to establish a session with $I$.

The attack on the protocol allows an intruder $I$ to impersonate the user $A$ to set up a false session with a user $B$. The attack involves two simultaneous runs of the protocol: in run 1, $A$ establishes a valid session with $I$; in run 2, $I$ impersonates $A$ to establish a fake session with $B$. In Algorithm 16.14, 1.3 represents message 3 in run 1 and $I(A)$ represents the intruder $I$ impersonating $A$.

---

(1.3) $A \rightarrow I : \{N_a, A\}_{K_i}$

(2.3) $I(A) \rightarrow B : \{N_a, A\}_{K_a}$

(2.6) $B \rightarrow I(A) : \{N_a, N_b\}_{K_a}$

(1.6) $I \rightarrow A : \{N_a, N_b\}_{K_a}$

(1.7) $A \rightarrow I : \{N_b\}_{K_i}$

(2.7) $I(A) \rightarrow B : \{N_b\}_{K_a}$

**Algorithm 16.14** An impersonation attack on the Needham–Schroeder protocol.

In step 1.3, $A$ starts to establish a session with $I$, sending it a nonce $N_a$. In step 2.3, the intruder impersonates $A$ to try to establish a false session
with $B$ sending it the nonce $N_a$ obtained in the previous message from $A$. $B$ responds in step 2.6 by selecting a new nonce $N_b$ and returning it, along with $N_a$, to $A$. The intruder intercepts this message, but cannot decrypt it because it is encrypted with $A$’s public key. The intruder uses $A$ as an oracle, by forwarding the message to $A$ in step 1.6; note that this message is of the form expected by $A$ in run 1 of the protocol. $A$ decrypts the message to obtain $N_b$ and returns this to $I$ in step 1.7. $I$ decrypts this message to obtain $N_b$ and returns it to $B$ in step 2.7, thus completing run 2 of the protocol. After $B$ receives the message in step 2.7, $B$ is led to believe that $A$ has correctly established a session with it.

### A solution to the attack

The main cause of this attack is that step 6 does not contain the identity of the responder. If we include the responder’s identity in step 6 of the protocol:

\[(6) \ B \rightarrow \ A: \ \{B, N_a, N_b\}_{k_a},\]

then step 2.6 of the attack would become:

\[(2.6) \ B \rightarrow \ I(A): \ \{B, N_a, N_b\}_{k_a},\]

and the intruder $I$ cannot successfully replay this message in step 1.6 because $A$ is expecting a message containing $I$’s identity.

### 16.4.4 SSL protocol

The secure sockets layer (SSL) protocol [37] was developed by Netscape and is the standard Internet protocol for secure communications. The secure hypertext transfer protocol (HTTPS) is a communications protocol designed to transfer encrypted information between computers over the World Wide Web. HTTPS is http using a secure socket layer (SSL). SSL resides between TCP/IP and upper-layer applications, requiring no changes to the application layer. SSL is used typically between server and client to secure the connection. One advantage of SSL is that it is application protocol independent. A higher-level protocol can layer on top of the SSL protocol transparently.

SSL protocol allows client–server applications to communicate in a way so that eavesdropping, tampering, and message forgery are prevented. The SSL protocol, in general, provides the following features:

- **End point authentication** The server is the “real” party that a client wants to talk to, not someone faking the identity.
- **Message integrity** If the data exchanged with the server has been modified along the way, it can be easily detected.
- **Confidentiality** Data is encrypted. A hacker cannot read your information by simply looking at the packets on the network.
SSL record protocol
The record protocol takes an application message to be transmitted, fragments the data into manageable blocks, optionally compresses the data, applies MAC, encrypts, adds a header, and transmits the resulting unit into a TCP segment. Received data are decrypted, verified, decompressed, and reassembled, and then delivered to high-level users.

SSL handshake protocol
The SSL handshake protocol [37] allows the server and client to authenticate each other and to negotiate an encryption algorithm and cryptographic keys before the application protocol transmits or receives its first byte of data.

The following steps, shown in Figure 16.2, are involved in the SSL handshake:

1. The SSL client sends a “client hello” message that lists cryptographic information such as the SSL version and, in the client’s order of preference, the CipherSuites supported by the client. The message also contains a random byte string that is used in subsequent computations.
2. The SSL server responds with a “server hello” message that contains the CipherSuite chosen by the server from the list provided by the SSL client, the session ID, and another random byte string. The SSL server also sends its digital certificate. If the server requires a digital certificate for client authentication, the server sends a “client certificate request” that includes a list of the types of certificates supported and the distinguished names of acceptable certification authorities (CAs).

3. The SSL client verifies the digital signature on the SSL server’s digital certificate and checks that the CipherSuite chosen by the server is acceptable.

4. The SSL client, using all data generated in the handshake so far, creates a premaster secret for the session that enables both the client and the server to compute the secret key to be used for encrypting subsequent message data. The premaster secret itself is encrypted with the server’s public key.

5. If the SSL server sent a “client certificate request,” the SSL client sends another signed piece of data which is unique to this handshake and known only to the client and server, along with the encrypted premaster secret and the client’s digital certificate, or a “no digital certificate alert.” This alert is only a warning, but with some implementations the handshake fails if client authentication is mandatory.

6. The SSL server verifies the signature on the client certificate.

7. The SSL client sends the SSL server a “finished” message, which is encrypted with the secret key, indicating that the client part of the handshake is complete.

8. The SSL server sends the SSL client a “finished” message, which is encrypted with the secret key, indicating that the server part of the handshake is complete.

9. For the duration of the SSL session, the SSL server and SSL client can now exchange messages that are encrypted with the shared symmetric secret key.

How SSL provides authentication

During both client and server authentication, there is a step that requires data to be encrypted with one of the keys in an asymmetric key pair and is decrypted with the other key of the pair [37].

For server authentication, the client uses the server’s public key to encrypt the data that is used to compute the secret key. The server can generate the secret key only if it can decrypt that data with the correct private key.

For client authentication, the server uses the public key in the client certificate to decrypt the data the client sends during step 5 of the handshake. The exchange of finished messages that are encrypted with the secret key (steps 7 and 8 in the overview) confirms that authentication is complete.
If any of the authentication steps fails, the handshake fails and the session terminates.

The exchange of digital certificates during the SSL handshake is a part of the authentication process. The certificates required are as follows, where CA \( X \) issues the certificate to the SSL client, and CA \( Y \) issues the certificate to the SSL server:

For server authentication only, the SSL server needs the following:

- The personal certificate issued to the server by CA \( Y \).
- The server’s private key.

The SSL client needs:

- The CA certificate for CA \( Y \) or the personal certificate issued to the server by CA \( Y \).

If the SSL server requires client authentication, the server verifies the client’s identity by verifying the client’s digital certificate with the public key for the CA that issued the personal certificate to the client, in this case CA \( X \). For both server and client authentication, the SSL server needs:

- The personal certificate issued to the server by CA \( Y \).
- The server’s private key.
- The CA certificate for CA \( X \) or the personal certificate issued to the client by CA \( X \).

The SSL client needs:

- The personal certificate issued to the client by CA \( X \).
- The client’s private key.
- The CA certificate for CA \( Y \) or the personal certificate issued to the server by CA \( Y \).

Both the SSL server and the SSL client might need other CA certificates to form a certificate chain to the root CA certificate.

### 16.5 Password-based authentication

The use of passwords is a highly popular technique to achieve authentication because of low cost and convenience. This section is concerned with authentication techniques that are based on passwords.

A problem with passwords is that people tend to pick a password that is convenient, i.e., short and easy to remember. Such passwords are vulnerable to a password-guessing attack, which works as follows: an adversary builds a database of possible passwords, called a dictionary. The adversary picks a password from the dictionary and checks if it works. This may amount to generating a response to a challenge or decrypting a message using the password or a function of the password. After every failed attempt, the adversary
picks a different password from the dictionary and repeats the process. This non-interactive form of attack is known as the off-line dictionary attack.

### Preventing off-line dictionary attacks

Thus, a major problem is that users tend to choose weak passwords, which are chosen from a sample space small enough to be enumerated by an adversary. Hence, protocols that are stronger than simple challenge–response protocols are needed to use these cryptographically weak passwords to securely authenticate entities. A password-based authentication protocol aims at preventing off-line dictionary attacks by producing a cryptographically strong shared secret key, called the session key, after a successful run of the protocol. This session key can be used by both entities to encrypt subsequent messages for a secret session.

In this section, we focus on protocols designed to prevent off-line dictionary attacks on password-based authentication. Next, we present two password-based authentication protocols.

#### 16.5.1 Encrypted key exchange (EKE) protocol

The first attempt to protect a password protocol against off-line dictionary attacks was made by Bellovin and Merritt [6] who developed a password-based encrypted key exchange (EKE) protocol using a combination of symmetric and asymmetric cryptography. Algorithm 16.15 describes the EKE protocol that works as follows: suppose users $A$ and $B$ are participating in a run of the protocol. (Recall that $\{X\}_k$ denotes the encryption of $X$ using a symmetric key $k$ and $\{Y\}_{k^{-1}}$ denotes the decryption of $Y$ using a symmetric key $k$.)

In step 1, user $A$ generates a public/private key pair $(E_A, D_A)$ and also derives a secret key $K_{pwd}$ from his/her password $pwd$. In step 2, $A$ encrypts his/her public key $E_A$ with $K_{pwd}$ and sends it to $B$. In steps 3 and 4, $B$ decrypts the message and uses $E_A$ together with $K_{pwd}$ to encrypt a session key $K_{AB}$ and sends it to $A$. In steps 5 and 6, $A$ uses this session key to encrypt a unique challenge $C_A$ and sends the encrypted challenge to $B$. In step 7, $B$ decrypts the message to obtain the challenge and generates a unique challenge $C_B$. In step 8, $B$ then encrypts $\{C_A, C_B\}$ with the session key $K_{AB}$ and sends it to $A$. In step 9, $A$ decrypts this message to obtain $C_A$ and $C_B$ and compares the former with the challenge it had sent to $B$. If they match, the correctness of $B$’s response is verified (i.e., $B$ is authenticated). In step 10, $A$ encrypts $B$’s challenge $C_B$ with the session key $K_{AB}$ and sends it to $B$. When $B$ receives this message, it decrypts the message to obtain $C_B$ and uses it to verify the correctness of $A$’s response and to authenticate $A$. Note that the protocol results in a session key (stronger than the shared password) which the users can later use to encrypt sensitive data.
(1) \[ A \rightarrow B : A, \{K_{pwd}\}_{E_A}, \{E_A\}_{K_{pwd}{^2}} \] { f is a function.}

(2) \[ A \rightarrow B : A, \{K_{pwd}\}_{E_A}. \]

(3) \[ B : \text{Compute } E_A = \{\{E_A\}_{K_{pwd}}\}_{K_{pwd}{^2}} \text{ and generate a random secret key } K_{AB}. \]

(4) \[ B \rightarrow A : \{\{K_{AB}\}_{E_A}\}_{K_{pwd}}. \]

(5) \[ A \rightarrow B : \{C_A\}_{K_{AB}}. \]

(6) \[ B \rightarrow A : \{C_A, C_B\}_{K_{AB}}. \]

(7) \[ A : \text{Decrypt message sent by } B \text{ to obtain } C_A \text{ and } C_B. \text{ Compare the former with own challenge. If they match, go to the next step, else abort.} \]

Algorithm 16.15 Encrypted key exchange protocol.

The EKE protocol suffers from the plain-text equivalence, which means that the user and the host have access to the same secret password or hash of the password.

16.5.2 Secure remote password (SRP) protocol

Wu [44] combined the technique of zero-knowledge proof with asymmetric key exchange protocols to develop a verifier-based protocol, called the secure remote password (SRP) protocol. The SRP protocol eliminates plain-text equivalence.

All computations in SRP are carried out on the finite field \( \mathbb{F}_n \), where \( n \) is a large prime. Let \( g \) be a generator of \( \mathbb{F}_n \). Let \( A \) be a user and \( B \) be a server. Before initiating the SRP protocol, \( A \) and \( B \) do the following:

1. \( A \) and \( B \) agree on the underlying field.
2. \( A \) picks a password \( pwd \), a random salt \( s \) and computes the verifier \( v = g^x \), where \( x = H(s, pwd) \) is the long-term private-key and \( H \) is a cryptographic hash function.
3. \( B \) stores the verifier \( v \) and the salt \( s \).

Now, \( A \) and \( B \) can engage in the SRP protocol (shown in Algorithm 16.16). The SRP protocol works as follows. In step 1, \( A \) sends its username “A” to server \( B \). In step 2, \( B \) looks-up \( A \)'s verifier \( v \) and salt \( s \) and sends \( A \) the salt. In steps 3 and 4, \( A \) computes its long-term private-key \( x = H(s, pwd) \), generates an ephemeral public-key \( K_A = g^a \), where \( a \) is randomly chosen from the interval \( 1 < a < n \), and sends \( K_A \) to \( B \). In steps 5 and 6, \( B \) computes ephemeral public-key \( K_B = v + g^b \), where \( b \) is randomly chosen from the interval \( 1 < a < n \), and sends \( K_B \) and a random number \( r \) to \( A \). In step 7, \( A \) computes \( S = (K_B - g^x)^{a + r} = g^{ab + brx} \) and \( B \) computes \( S = (K_A v^r)^b = g^{ab + brx} \). The values of \( S \) computed by \( A \) and \( B \) will match if the password \( A \) entered
in step 3 matches the one that A used to calculate the verifier $v$ which is stored at $B$. In step 8, both $A$ and $B$ use a cryptographically strong hash function to compute a session key $K_{AB} = H(S)$. In step 9, $A$ computes $C_A = H(K_A, K_B, K_{AB})$ and sends it to $B$ as an evidence that it has the session key. $C_A$ also serves as a challenge. In step 10, $B$ computes $C_A$ itself and matches it with $A$’s message. $B$ also computes $C_B = H(K_A, C_A, K_{AB})$. In step 11, $B$ sends $C_B$ to $A$ as an evidence that it has the same session key as $A$. In step 12, $A$ verifies $C_B$, accepts if the verification passes and aborts otherwise.

Algorithm 16.16 Secure remote password (SRP) protocol.

Note that unlike EKE, none of the protocol are messages encrypted in the SRP protocol. Since neither the user nor the server has access to the same secret password or hash of the password, SRP eliminates plain-text equivalence. SRP was unique in its swapped-secret approach in building a verifier-based, zero-knowledge protocol, resisting off-line dictionary attacks.

16.6 Authentication protocol failures

Despite the apparent simplicity of the basic design principles, realistic authentication protocols [11, 29] are notoriously difficult to design [39]. There are several reasons for this:

- First, most realistic cryptosystems satisfy algebraic additional identities. These extra properties may generate undesirable effects when combined with a protocol logic.
- Second, even assuming that the underlying cryptosystem is perfect, unexpected interactions among the protocol steps can lead to subtle logical flaws.
• Third, assumptions regarding the environment and the capabilities of an adversary are not explicitly specified, making it extremely difficult to determine when a protocol is applicable and what final states are achieved.

We illustrate the difficulty by showing an authentication protocol proposed, with a subtle weakness. Consider the authentication protocol shown in Algorithm 16.17 ($k_p$ and $k_q$ are symmetric keys shared between $P$ and $A$, and $Q$ and $A$, respectively, where $A$ is an authentication server and $k$ is a session key).

1. $P \rightarrow A : P, Q, n_p$
2. $A \rightarrow P : \{n_p, Q, k, \{k, P\}_{k_p}\}_{k_p}$
3. $P \rightarrow Q : \{k, P\}_{k_q}$
4. $Q \rightarrow P : \{n_Q\}_K$
5. $P \rightarrow Q : \{n_Q + 1\}_K$

Algorithm 16.17 Authentication protocol with a subtle weakness.

The message $\{k, P\}_{k_q}$ in step 3 can only be decrypted by $Q$ and hence can only be understood by $Q$. Step 4 reflects $Q$’s knowledge of $k$, while step 5 assures $Q$ of $P$’s knowledge of $k$; hence the authentication handshake is based entirely on the knowledge of $k$.

The subtle weakness in the protocol arises from the fact that the message $\{k, P\}_{k_q}$ sent in step 3 contains no information for $Q$ to verify its freshness. This is the first message sent to $Q$ about $P$’s intention to establish a secure connection. An adversary who has compromised an old session key $k'$ can impersonate $P$ by replaying the recorded message $\{k', P\}_{k_q}$ in step 3 and subsequently executing steps 4 and 5 using $k'$.

To avoid protocol failures, formal methods may be employed in the design and verification of authentication protocols. A formal design method should embody the basic design principles. For example, informal reasoning such as “if you believe that only you and Bob know $k$, then you should believe any message you receive encrypted with $k$ was originally sent by Bob” should be formalized by a verification method.

16.7 Chapter summary

Authentication is a process by which one principal verifies the identity of other principal. For example, in a client–server system, the client and the server may need to verify each other’s identity to assure that each is talking to the right entity. Generally, authentication is based on the possession of a secret information, like password, that is known only to the entities participating in the authentication. For a successful authentication, the entity must demonstrate the knowledge of the right secret information.
In this chapter, we described several user authentication protocols based on symmetric and asymmetric cryptosystems. We also discussed authentication techniques that are based on passwords and which mitigate dictionary attacks. Authentication protocols are vulnerable to several attacks.

16.8 Exercises

Exercise 16.1 List three attacks/threats that are associated with user authentication on the Internet.

Exercise 16.2 What is a nonce? What security problem does it solve?

Exercise 16.3 Consider the following simple method to handle attacks on the password based authentication. If a user fails to login in three successive attempts, the system locks his account suspecting an attack/intrusion. What major problem do you see with this method?

Exercise 16.4 Choose two principles given by Needham and Abadi for designing cryptographic protocols. For each, give an example where their principle applies and results in an improved protocol.

Exercise 16.5 Consider the following protocol for authentication/key distribution (X and Y are two principals, A is a certificate authority or a key distribution center, RX is a random number, and EX means encrypted with the secret key of X).

1. What does the presence of RX in message 2 assure?
2. What problem will be created if an attacker were to break an old K (and the attacker has also copied messages for that session)? Explain your answer.
3. Suggest a method to solve this problem?

Exercise 16.6 Discuss two biometric based methods for authentication. What are pros and cons of biometric based methods for authentication?

16.9 Notes on references

Authentication in distributed systems is a well studied topic and a large number of authentication protocols exist. An excellent survey on the topic is by Woo and Lam [39]. Burrows et al. discuss the logic of authentication [7]. A classical paper on the topic is by Needham and Schroeier [29]. Syverson and Cervesato [36] discuss the logic of authentication protocols. Two relevant books on the topic are by Schneier [33] and Stallings [35]. Lampson et al. [23] discuss the theory and practice of authentication.
A review paper on password based authentication is by Chakrabarti and Singhal [8]. Conklin et al. [10] give a system’s perspective of password-based authentication. Biometric authentication has been very popular recently. Information on this topic can be found in [15–17, 31, 34]. King and Dos Santos [22] discuss AI-based methods for human authentication. Kaminsky et al. [18] discuss user authentication in a global file system. A list of papers on authentication can be found at: www.passwordresearch.com/papers/pubindex.html. Other relevant work on authentication in distributed systems can be found in [3,9,12]– [14,19,27,38,40,42,43].
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17.1 Introduction

The idea of self-stabilization in distributed computing was first proposed by Dijkstra in 1974 [34]. The concept of self-stabilization is that, regardless of its initial state, the system is guaranteed to converge to a legitimate state in a bounded amount of time by itself without any outside intervention. A non-self-stabilizing system may never reach a legitimate state or it may reach a legitimate state only temporarily. The main complication in designing a self-stabilizing distributed system is that nodes do not have a global memory that they can access instantaneously. Each node must make decisions based on the local knowledge available to it and actions of all nodes must achieve a global objective.

The definition of legitimate and illegitimate states depends on the particular application. Generally, all illegitimate states are defined to be those states which are not legitimate states. Dijkstra also gave an example of the concept of self-stabilization using a self-stabilizing token ring system. For any given token ring when there are multiple tokens or there is no token, then such global states are known as illegitimate states. When we consider a distributed system where a large number of systems are widely distributed and communicate with each other using message passing or shared memory approach, there is a possibility for these systems to go into an illegitimate state, for example, if a message is lost. The concept of self-stabilization can help us recover from such situations in distributed system.

Let us explain the concept of self-stabilization using an example. Let us take a group of children and ask them to stand in a circle. After few minutes, you will get an almost perfect circle without having to take any further action. In addition, you will discover that the shape of this circle is stable, at least until you ask the children to disperse. If you force one of the children out of position, the others will move accordingly, moving the entire circle in another position, but keeping its shape unchanged.
In this example, the group of children build a self-stabilizing circle: if some thing goes wrong with the circle, they are able to rebuild the circle by themselves, without any external intervention. The time required for stabilization varies from experiment to experiment, depending on the (random) initial position. However, if the field size is limited, this time will be bounded. The algorithm does not define the position of the circle in the field and so it will not always be the same. The position of each child relative to each other will also vary.

The self-stabilization principle applies to any system built on a significant number of components which are evolving independently from one another, but which are cooperating or competing to achieve common goals. This applies, in particular, to large distributed systems which tend to result from the integration of many subsystems and components developed separately at earlier times or by different people.

In this chapter, we first present the system model of a distributed system and present definitions of self-stabilization. Next, we discuss Dijkstra’s seminal work and use it to motivate the topic. We discuss the issues arising from the Dijkstra’s original presentation as well as several related issues in the design of self-stabilizing algorithms and systems. After that, we discuss three important themes that have recently emerged. In particular, we discuss the methods that have been used to design complex self-stabilizing systems, we discuss the role of compilers in designing self-stabilization, and we enumerate factors that have been found to interfere with self-stabilization. We also discuss self-stabilizing protocols for construction of spanning trees and present a self-stabilizing algorithm for 1-maximal independent set. We conclude the chapter with limitations of self-stabilization.

### 17.2 System model

The term distributed system is used to describe set of computers that communicate over network. Variants of distributed systems have similar fundamental coordination requirements among the communicating entries, whether they are computers, processors or processes. Thus an abstract model that ignores the specific settings and captures the important characteristics of a distributed system is usually used.

In a distributed system, each computer runs a program composed of executable statements. Each execution changes the content of the computer’s logical memory. An abstract way to model a computer that executes a program is to use the state machine model. A distributed system model comprises of a set of \( n \) state machines called processors that communicate with each other. We usually denote the \( i \)th processor in the system by \( P_i \). Neighbors of a processor are processors that are directly connected to it. A processor can directly communicate with its neighbors. A distributed system can be
conveniently represented by a graph in which each processor is represented by a node and every pair of neighboring nodes are connected by a link.

The communication between neighboring processors can be carried out either by message passing or shared memory. Communication by writing in and reading from the shared memory usually fits systems with processors that are geographically close together, such as multiprocessor computer. A message-passing distributed model fits both processors that are located close to each other as well as that are widely distributed over a network.

In the message-passing model, neighbors communicate by sending and receiving messages. In asynchronous distributed systems, the speed of processors and message transmission can vary. First-in first-out (FIFO) queues are used to model asynchronous delivery of messages. A communication link is either unidirectional or bidirectional. A unidirectional communication link from processor $P_i$ to $P_j$ transfers messages only from $P_i$ to $P_j$. The abstraction used for such a unidirectional link is a first-in first-out (FIFO) queue $Q_{i,j}$ that contains all messages sent by a processor $P_i$ to its neighbor $P_j$ that have not yet been received. Whenever $P_i$ sends a message $m$ to $P_j$, the message is enqueued (added to the tail of the queue). The bidirectional communication link between processors $P_i$ and $P_j$ is modeled by two FIFO queues, one from $P_i$ to $P_j$ and the other from $P_j$ to $P_i$.

It is convenient to identify the state of a computer or a distributed system at a given time, so that no additional information about the past of the computation is needed in order to predict the future behavior (state transitions) of the computer or the distributed system. A full description of a message passing distributed system at a particular time consists of the state of every processor and the content of every queue (messages traveling in the communication links). The term system configuration (or configuration) is used for such a description. A configuration is denoted by $c = (s_1, s_2, \ldots, s_n, q_{1,2}, q_{1,3}, \ldots, q_{i,j}, \ldots, q_{n,n-1})$, where $s_i$, $1 \leq i \leq n$ is the state of $P_i$ and $q_{i,j}$, $i \neq j$ is the state of queue $Q_{i,j}$, that is, messages sent by $P_i$ to $P_j$ but not yet received. The behavior of a system consists of a set of states, a transition relation between those states, and a set of fairness criteria on the transition relation [79].

The system is usually modeled as a graph of processing elements (modeled as state machines), where edges between these elements model unidirectional or bidirectional communication links. Let $N$ be an upper bound on $n$ (the number of nodes in the system). The communication network is usually restricted to the neighbors of a particular node. Let $\delta$ denote the diameter of the network (i.e., the length of the longest unique path between two nodes) and let $\Delta$ denote the upper bound on $\delta$. A network is static if the communication topology remains fixed. It is dynamic if links and network nodes can go down and recover later. In the context of dynamic systems, self-stabilization refers to the time after the “final” link or node failure. The term “final failure” is typical in the literature on self-stabilization. Since stabilization is only guaranteed eventually, the assumption that faults eventually stop to occur
implies that there are no faults in the system for “sufficiently long period” for the system to stabilize. In any case, it is assumed that the topology remains connected, i.e., there exists a path between any two nodes.

In the shared memory model, processors communicate using shared communication registers (hereafter, called registers). Processors may write in a set of registers and may read from a possibly different set of registers. Two neighboring nodes have access to a common data structure, variable or register which can store a certain amount of information. These variables can be distinguished between input and output variables (depending on which process can modify them). When executing a step, a process may read all its input variables, perform a state transition and write all its output variables in a single atomic operation. This is called composite atomicity. A weaker notion of a step (called read/write atomicity) also exists where a process can only either read or write its communication variables in one atomic step.

The configuration of a system with $n$ processors and $m$ communication registers is denoted by $c = (s_1, s_2, s_3, \ldots, s_n, r_1, r_2, \ldots, r_m)$, where $s_i$, $1 \leq i \leq n$, is the state of $P_i$ and $r_j$, $1 \leq j \leq m$, is the contents of a communication register.

Algorithms are modeled as state machines performing a sequence of steps. A step consists of reading input and the local state, then performing a state transition and writing output. Communication can be by exchanging messages over the communication channels. An algorithm may be randomized, i.e., have access to a source of randomness (a random number generator or a random coin flip). If an algorithm is not randomized, we will call it deterministic.

A related characteristic of a system model is its execution semantics. In self-stabilization, this has been encapsulated within the notion of a scheduler or daemon (also demon). Under a central daemon, at most one processing element is allowed to take a step at the same time.

### 17.3 Definition of self-stabilization

We have seen an informal definition of self-stabilization at the beginning. Formally, we define self-stabilization for a system $S$ with respect to a predicate $P$ over its set of global states, where $P$ is intended to identify its correct execution [79]. States satisfying $P$ are called legitimate states and those not satisfying $P$ are called illegitimate states. We use the terms safe and unsafe interchangeably with legitimate and illegitimate, respectively.

A system $S$ is self-stabilizing with respect to predicate $P$ if it satisfies the following two properties:

- **Closure** $P$ is closed under the execution of $S$. That is, once $P$ is established in $S$, it cannot be falsified.
- **Convergence** Starting from an arbitrary global state, $S$ is guaranteed to reach a global state satisfying $P$ within a finite number of state transitions.
Arora and Gouda [12] introduced a more generalized definition of self-stabilization, called stabilization, which is defined as follows. We define stabilization for a system $S$ with respect to two predicates $P$ and $Q$, over its set of global states. Predicate $Q$ denotes a restricted start condition. $S$ satisfies $Q \rightarrow P$ (read as $Q$ stabilizes to $P$) if it satisfies the following two properties:

- **Closure**  
  $P$ is closed under the execution of $S$. That is, once $P$ is established in $S$, it cannot be falsified.

- **Convergence**  
  If $S$ starts from any global state that satisfies $Q$, then $S$ is guaranteed to reach a global state satisfying $P$ within a finite number of state transitions.

Note that self-stabilization is a special case of stabilization where $Q$ is always true, that is, if $S$ is self-stabilizing with respect to $P$, then this may be restated as TRUE $\rightarrow P$ in $S$.

Next, we define two terms that relevant to the discussion of self-stabilization.

**Reachable Set**

Often when a programmer writes a program, he/she does not have a particular definition of safe and unsafe states in mind but develops the program to function from a particular set of start states. In such situations, it is reasonable to define as safe those states that are reachable under normal program execution from the set of legitimate start states. These states are referred to as the reachable set. So, when we say that a program is self-stabilizing without mentioning a predicate, we mean with respect to the reachable set. By definition, the reachable set is closed under program execution, and it corresponds to a predicate over the set of states [79].

We use the transient failure model in the discussion.

**Transient failure**

A transient failure is temporary (short lived) and it does not persist. A transient failure may be caused by corruption of local state of processes or by corruption of chennels or shared memory. A transient failure may change the state of the system, but not its behavior.

### 17.3.1 Randomized and probabilistic self-stabilization

Randomized methods for self-stabilization are useful in achieving self-stabilization under process symmetry (i.e., all processes are identical). Depending on the stabilization time, self-stabilization can be classified as randomized and probabilistic self-stabilization:

- **Randomized self-stabilization**  
  A system is said to be randomized self-stabilizing system, if and only if it is self-stabilizing and the expected number of rounds needed to reach a correct state (legal state) is bounded by some constant $k$. 
Probabilistic self-stabilization

A system \( S \) is said to be probabilistically self-stabilizing with respect to a predicate \( P \) if it satisfies the following two properties:

- **Closure**  \( P \) is closed under the execution of \( S \). That is, once \( P \) is established in \( S \), it cannot be falsified.

- **Convergence** There exists a function \( f \) from natural numbers to \([0,1]\) satisfying \( \lim_{k \to \infty} f(k) = 0 \), such that the probability of reaching a state satisfying \( P \), starting from an arbitrary global state within \( k \) state transitions, is \( 1 - f(k) \).

A pseudo-stabilizing system is one that, if started in an arbitrary state, is guaranteed to reach a state after which it does not deviate from its intended specification. A stabilizing system is one that, if started at an arbitrary state, is guaranteed to reach a state after which it cannot deviate from its intended specification. Thus, the difference between the two notions comes down to the difference between cannot and does not – a difference that hardly matters in many practical situations. The stronger requirement of self-stabilization is advantageous over pseudo-stabilization in finite-state systems, since self-stabilization property implies a bounded convergence span while the pseudo stabilization does not. Algorithms have been proposed for probabilistic orientation of an asynchronous bi-directional ring, as well as for a synchronous ring with odd number of processes and one token.

In the next section, we discuss the issues in the design of self-stabilization algorithms.

### 17.4 Issues in the design of self-stabilization algorithms

A distributed system comprises of many individual units and many issues arise in the design of self-stabilization algorithms in distributed system. Some of the main issues are as follows:

- Number of states in each of the individual units in a distributed system.
- Uniform and non-uniform algorithms in distributed systems.
- Central and distributed demon.
- Reducing the number of states in a token ring.
- Shared memory models.
- Mutual exclusion.
- Costs of self-stabilization.

**Dijkstra’s self-stabilizing token ring system**

We explain the above issues with the help of Dijkstra’s landmark self-stabilizing token ring system [34]. His system consisted of a set of \( n \) finite-state machines connected in the form a ring. He defines a privilege of a machine to be the ability to change its current state. This ability is based
on a Boolean predicate that consists of its current state and the states of its neighbors. When a machine has a privilege, it is able to change its current state, which is referred to as a move. Furthermore, when multiple machines enjoy a privilege at the same time, the choice of the machine that is entitled to make a move is made by a central demon, which arbitrarily decides which privileged machine will make the next move.

A legitimate state must satisfy the following constraints:

- There must be at least one privilege in the system (liveness or no deadlock).
- Every move from a legal state must again put the system into a legal state (closure).
- During an infinite execution, each machine should enjoy a privilege an infinite number of times (no starvation).
- Given any two legal states, there is a series of moves that change one legal state to the other (reachability).

Dijkstra [34] considered a legitimate (or legal) state as one in which exactly one machine enjoys the privilege. This corresponds to a form of mutual exclusion, because the privileged process is the only process that is allowed in its critical section. Once the process leaves the critical section, it passes the privilege to one of its neighbors.

With this background, let us see how the above issues affect the design of a self-stabilization algorithm.

17.4.1 The number of states in each of the individual units

The number of states that each machine must have for the self-stabilization is an important issue. Dijkstra offered three solutions for a directed ring with \( n \) machines, 0, 1, ………, \( n - 1 \), each having \( K \) states, (i) \( K \geq n \), (ii) \( K = 4 \), (iii) \( K = 3 \). It was later proven by Ghosh [49] that a minimum of three states is required in a self-stabilizing ring. In all three algorithms, Dijkstra assumed the existence of at least one exceptional machine that behaved differently from the others.

The first solution (\( K \geq n \)) is described below.

First solution

For any machine, we use the symbols \( S \), \( L \), and \( R \) to denote its own state, the state of the left neighbor and the state of the right neighbor on the ring, respectively.

The exceptional machine:

- If \( L = S \) then
  - \( S := (S + 1) \mod K \)
- End If
The other machines:

\[
\text{If } L \neq S \text{ then}
\]
\[
S := L
\]
\[
\text{End If;}
\]

In this algorithm, except the exceptional machine (machine 0), all other machines follow the same algorithm. In the ring topology, each machine compares its state with the state of the anti-clockwise neighbor and if they are not same, it updates its state to be the same as that of its anti-clockwise neighbor.

So, if there are \( n \) machines and each of them is initially at a random state \( r \in K \), then all the machines (except the exceptional machine, machine 0) whose states are not the same as their anti-clockwise neighbor are said to be privileged and there is a central demon that decides which of these privileged machines will make the move.

Suppose machine 6 (assume \( n \gg 6 \)) makes the first move. It is obvious that its state is not the same as that of machine 5 and hence it had the privilege to make the move and finally sets its state to be the same as that of machine 5. Now machine 6 loses its privilege as its state is same as that of its anti-clockwise neighbor (machine 5). Next, suppose machine 7, whose state is different from the state of machine 6, is given the privilege. It results in making the state of machine 7 the same as that of machine 6. Now machines 5, 6, and 7 are in the same state. Eventually, all the machines will be in the same state in the similar manner. At this point, only the exceptional machine (machine 0) will be privileged as its condition \( L = S \) is satisfied, i.e., its state is the same as that of its anti-clockwise neighbor. Now there exists only one privilege or token in the system (at machine 0). Machine 0 makes a move and changes its state from \( S \) to \( (S + 1) \mod K \). This will make the next machine, machine 1, privileged as its state is not the same as its anti-clockwise neighbor, i.e., machine 0. Thus, it can be interpreted as the token is currently with machine 1. Machine 1, as per the algorithm, changes its state to the same state as that of machine 0. This will move the token to machine 2 as its state is now not same as that of machine 1. Likewise, the token keeps circulating around the ring and the system is stable.

This is a simple algorithm, but it requires a number of states, which depends on the size of the ring, which may be awkward for some applications.

**Second solution**

The second solution uses only three-state machines and is presented in Algorithm 17.1. The state of each machine is in \( \{0, 1, 2\} \).

In the first algorithm, there is only one exceptional machine, machine 0. In the second solution, there are two such machines, machine 0, referred to as the bottom machine, and machine \( n - 1 \), referred to as the top machine.
The bottom machine, machine 0:
If \((S + 1) \mod 3 = R\) then
\(S := (S - 1) \mod 3\)

The top machine, machine \(n - 1\):
If \(L = R\) and \((L + 1) \mod 3 \neq S\) then
\(S := (L + 1) \mod 3\)

The other machines:
If \((S + 1) \mod 3 = L\) then
\(S := L\)
If \((S + 1) \mod 3 = R\) then
\(S := R\)

Algorithm 17.1  The second solution.

In this algorithm, the bottom machine, machine 0, behaves as follows:

If \((S + 1) \mod 3 = R\) then
\(S := (S - 1) \mod 3\)

Thus, the state of the bottom machine depends upon its current state and the state of its right neighbor.

The condition \((s + 1) \mod 3\) covers the three possible states; for \(s = 0, 1, 2\), we have \((s + 1) \mod 3 = 1, 2, 0\). These result in the following three possibilities:

1. If \(s = 0\) and \(r = 1\), then the state of \(s\) is changed to 2.
2. If \(s = 1\) and \(r = 2\), then the state of \(s\) is changed to 0.
3. If \(s = 2\) and \(r = 0\), then the state of \(s\) is changed to 1.

The top machine, machine \(n - 1\), behaves as follows:

if \(L = R\) and \((L + 1) \mod 3 \neq S\) then
\(S := (L + 1) \mod 3\)

The state of the top machine depends upon both its left and right neighbors (the bottom machine). The condition specifies that the left neighbor \((L)\) and the right neighbor \((R)\) should be in the same state and \((L + 1) \mod 3\) should not be equal to \(S\). (Note that \((L + 1) \mod 3\) is 1, 2, 0 when \(L\) is 0, 1, 2, respectively) Thus, the state of the top machine is as follows:

1. 1, when its left neighbor is 0.
2. 2, when its left neighbor is 1.
3. 0 when its left neighbor is 2.
Table 17.1 An example execution of Dijkstra’s three-state algorithm [42].

<table>
<thead>
<tr>
<th>State of machine 0</th>
<th>State of machine 1</th>
<th>State of machine 2</th>
<th>State of machine 3</th>
<th>Privileged machines</th>
<th>Machine to make move</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0, 2, 3</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1, 2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

All other machines behave as follows:

If \((S + 1) \mod 3 = L\) then
\[
S := L
\]
If \((S + 1) \mod 3 = R\) then
\[
S := R
\]

While finding out the state of the other machines (machines 1 and 2 in the example below), we first compare the state of a machine with its left neighbor:

1. If \(s = 0\) and \(L = 1\), then \(s = 0\).
2. If \(s = 1\) and \(L = 2\), then \(s = 2\).
3. If \(s = 2\) and \(L = 0\), then \(s = 1\).

If the above conditions are not satisfied, then the machine compares its state with its right neighbor.

A sample execution of Dijkstra’s three-state algorithm for a ring of four processes \((0, 1, 2, 3)\) is shown in Table 17.1 [42]. Machine 0 is the bottom machine and machine 3 is the top machine. The last column in the table gives the number of the machine chosen to make the next move. Initially, three privileges exist in the system. The number of privileges decreases until only one privilege is left in the system.

We make the following observations:

- There are no deadlocks in any state (at least one privilege is present).
- The closure property is satisfied (the system moves from a legal state to a legal state).
• No starvation (each machine has a chance of making more than 1 move).
• Reachability (there are always a series of moves to reach from one legal state to other).

All four constraints for a legitimate state (given at the start of Section 17.4) are satisfied. So the system is stabilized.

Special networks
In the above two algorithms, each processor needs \( K \) states and three states, respectively. Ghosh [47] found that there are special networks, where the number of states required by each processor is two.

Ghosh’s solution
All nodes (machines) in the network shown in Figure 17.1 require only two states [47]. However, a node needs to use information from all of its neighbors. Let \( s[i] \) denote the state of machine \( i \). There are two possible states for each machine, 0 and 1. In the algorithm [47], let \( b \) denote an arbitrary state (0 or 1) and \( \bar{b} \) denote the complementary state of \( b \).

For machine 0:
If \((s[0], s[1]) = (\bar{b}, b)\) then \( s[0] := b \)

For machine \( 2n - 1 \):
If \((s[2n-1], s[2n-2]) = (b, b)\) then \( s[2n-1] := \bar{b} \)

For even numbered machines:
If \((s[2i-2], s[2i-1], s[2i], s[2i+1]) = (b, b, \bar{b}, b)\) then \( s[2i] := b \)

For odd numbered machines:
If \((s[2i-2], s[2i-1], s[2i], s[2i+1]) = (b, b, b, \bar{b})\) then \( s[2i-1] := \bar{b} \)

Each machine must examine the states of all its neighbors. In this algorithm, a large atomicity is assumed because each machine must be able to examine the states of all its neighbors in one atomic step. In addition, the algorithm requires that the number of machines in the network must be even and at least six. However, the algorithm shows that self-stabilizing algorithms requiring two states are possible.

Figure 17.1 A special network needing only binary state machines [47].
Dolev et al.’s solution
For a system with an odd number of machines in a ring, the solution for self-stabilization described by Dolev et al. [40] is as follows: each node has two states, 0 and 1. Given a global state, the nodes make moves according to the following rules:

- If the local state is different from its left neighbor’s state, then the state is changed to be the same as its left neighbor.
- If the local state is the same as its left neighbor’s state, the state is chosen randomly from 0 and 1.

Nodes make moves in synchronization in each step. A node has a privilege if its state is the same as that of its left neighbor. Using a probabilistic argument, it has been shown that eventually only one privilege exists in the system. This algorithm shows that the number of states required for each node may be reduced using a probabilistic algorithm if nodes operate synchronously.

17.4.2 Uniform vs. non-uniform networks
Whether processes (or machines) are uniform or not is an important issue in self-stabilization. In a distributed system, it is desirable and also possible to have each machine use the same algorithm. To design self-stabilizing systems, however, it is often necessary to have non-uniformity among machines. From the examples of the preceding section, we notice that at least one of the machines (known as the exceptional machines) had a privilege and executed steps that were different from other machines.

The individual processes can be anonymous, meaning they are indistinguishable and all run the same algorithm. Often, anonymous networks are called uniform networks. A network is semi-uniform if there is one process (the root) which executes a different algorithm. While there is no way to distinguish nodes, in uniform or semi-uniform algorithms nodes usually have a means of distinguishing their neighbors by ordering the incoming communication links. In the most general case it is assumed that processes have globally unique identifiers.

Self-stabilization algorithms for distributed systems should be uniform, but this is not always possible. As a simple example, consider the ring of four processors shown in Figure 17.2 [47].
Assume there is a uniform self-stabilizing algorithm for this ring. In a distributed system, the state of a machine/process is changed depending on the state of its neighbors. In this example, if all processors have the same state when started, all must have privileges because there must be at least one privilege in the system (property 1 of a legal state).

Note that 0 and 2 make a move (because if one makes a move, it does not affect the neighbors of the other), and change their states. In this example, 0 and 2 make an independent set. After the transition, 0 and 2 are in the same state and so are 1 and 3.

The system is partitioned into two sets: \{0,2\} and \{1,3\}. At least two machines must have a privilege because 0 and 2 have the same states and also their neighbors 1 and 3 have the same states. Thus once again, machines 0 and 2 can make moves and leave the network in a similar situation. The scenario with 1 and 3 is also the same, they both are in the same state and their neighbors 0 and 2 are in the same state. So, if 1 has privilege, then 3 will also have privilege and both machines can make moves and leave the network in a similar situation. So, in either case, there will be two privileged machines at any time in the network.

Even though uniformity is a desirable property, most self-stabilizing algorithms are non-uniform (i.e., they use at least one exceptional machine). However, uniformity is sometimes attainable. For example, Burns and Pachl [21] developed a uniform self-stabilizing algorithm for a ring of \(n\) processors, where \(n\) is prime. However, it was observed that for a ring of composite size, the algorithm failed only because it could deadlock. Thus if deadlocks can be tolerated or can be corrected easily, then the algorithm may be useful. Thus the uniformity may be achieved if we are willing to sacrifice the property of self-stabilization.

### 17.4.3 Central and distributed demons

Generally, the presence of a central demon is assumed in self-stabilizing algorithms. For example, Dijkstra assumed a central demon to decide which machine with a privilege will make the next move. However, the presence of a central demon is an undesirable constraint. In a self-stabilizing algorithm with a distributed demon, each privileged machine makes its own decision whether to make a move. Clearly, a distributed demon is more desirable in distributed systems. In a self-stabilizing system without a central demon, each machine makes a decision unilaterally and decisions of machines eventually take the system towards a global goal. When this global goal is achieved, the system is self-stabilized.

Interestingly, many early algorithms (e.g., Dijkstra’s three-, four-, and \(K\)-state algorithms) were developed assuming the presence of a central demon and they did not deal with the possibility of having a distributed demon, yet these algorithms also work with distributed demons.
Even though a central demon is not a desirable feature to have, the presence of a central demon considerably simplifies the verification of a weak correctness criterion of a self-stabilizing algorithm. Consequently, self-stabilizing systems are often developed and verified for the weak correctness assuming the presence of a central demon and after the weak correctness is verified, the system is examined to see if it is still self-stabilizing when the assumption of a central demon is removed.

Burns et al. [22, 24] examine the extensibility of some algorithms. They showed that letting all machines operate simultaneously will not affect the correctness of some algorithms. Such interleaving assumption is very useful in the verification of self-stabilizing systems. As an example, Burns et al. [24] verified that Dijkstra’s algorithms are correct even in the presence of a distributed demon. Dijkstra’s algorithms were originally proven to be correct in the presence of a central demon. Burns et al. [24] showed that the central demon assumption is not necessary for the three and the four state algorithms. The $K$-state solution is valid for a distributed demon only if $K > n$ ($n$ is the number of machines), because a cycle of illegal global states occurs if $K = n$.

Burns et al. [24] also developed results, which can be used to show that an algorithm that is correct in the presence of a central demon is also correct when the central demon assumption is removed. This is useful in the verification process because once the algorithm is verified in the presence of a central demon, the algorithm may be correct even when the central demon assumption is lifted without any modification to the algorithm. This of course may not be the case for all algorithms, but these results can be helpful in the process of verification.

17.4.4 Reducing the number of states in a token ring

A natural question is: what is the number of states of a machine to achieve self-stabilization in various configurations? Clearly, the objective is to minimize the number of states of a machine for efficient implementation.

It has been shown that if self-stabilization is not a requirement, then there exists an asymmetric token ring with two states per machine. In a self-stabilizing token ring with a central demon and deterministic execution, Ghosh [49] showed that a minimum of three states per machine is required. However, for a non-ring topology, the number of states can be reduced to two per machine. There exists a non-trivial self-stabilizing system with two states per machine [47]. It requires a high degree of atomicity in each action. Each non-exceptional process reads from three of its neighbors. Thus, obviously, the topology is non-ring.

Herman [59] presented a unidirectional and symmetric solution, with only two states, which showed that, for a “probabilistically” self-stabilizing synchronous token ring with randomized actions, a solution requiring two states
per machine exists. Flatebo and Datta [41] developed a two-state, unidirectional and asymmetric solution for a “probabilistically” self-stabilizing token ring with randomized actions under the assumption of a randomized central demon. With a randomized central demon, a demon is chosen randomly among privileged machines, and this minimizes the problem of malicious scheduling on the part of the demon.

Thus, it appears that to obtain self-stabilizing systems with two states per machine, we must either relax the objective to “probabilistic self-stabilization” using randomized actions, or use a non-ring topology with higher atomicity in the actions.

17.4.5 Shared memory models

Self-stabilizing algorithms have also been developed for distributed systems with shared memory where processes communicate with each other by reading and writing to shared registers. In this type of model, no processor has direct access to the state of its neighbors, and the only way to determine the state is by passing information through shared registers. If two processors, \( P_i \) and \( P_j \), are neighbors, then there are two registers, \( i \) and \( j \), between the two nodes. To communicate, \( P_i \) writes to \( i \) and reads from \( j \) and \( P_j \) writes to \( j \) and reads from \( i \). It is convenient to represent a distributed system by a graph in which each processor is represented by a node and the neighboring nodes are connected by a link that shows the communication between a node and its neighbors.

The self-stabilizing algorithms work for an arbitrarily connected graph. They also work if the system is dynamic and the graph changes during execution (due to a node failure, etc.). In a self-stabilization algorithm, eventually only one process can change a register at any instance, and this happens when the system is stabilized. It is assumed that all read/write operations on the registers are atomic. Later in this chapter, we study a dynamic self-stabilizing algorithm.

Dolev et al. [40] present a dynamic self-stabilizing algorithm for mutual exclusion. The algorithm only requires that all nodes be connected (that is, the network should not be partitioned). Node failures may cause an illegal global state, but the system again converges to a legal state. Thus, the protocol is dynamic and self-stabilizing. If a node is restarted, an illegal global state may again occur, but the system will automatically correct itself. The size of the registers are on the order of \( \log(n) \), where \( n \) is the number of processors. The only assumption made is that the read/write operations on the registers are atomic, which is a weak assumption but makes the implementation of the algorithm feasible.

17.4.6 Mutual exclusion

In previous sections, we discussed self-stabilizing systems where there is only one action (e.g., changing a state or the contents of a register) being done after
a finite amount of time. In a mutual exclusion algorithm, each process has a
critical section of code, and only one process can enter its critical section at
any time, and every process that wants to enter its critical section, must be
able to enter its critical section in finite time. If a process has a privilege, it can
enter its critical section, and once it is finished (executing the critical section),
it passes the privilege to the neighbor. If the process does not want to enter
its critical section, it simply passes the privilege to its neighbor. Since the
self-stabilizing algorithms mentioned adhere to the four properties discussed
previously, mutual exclusion is also satisfied. Since eventually, there is only
one privilege in the system and each process enjoys a privilege an infinite
number of times, a process is guaranteed to enter its critical section in finite
time.

A self-stabilizing mutual exclusion system can also be described in terms of
a token system \[42\], which has the processes circulating tokens. If a process
has one of these tokens, it is allowed to enter its critical section. Brown
et al. \[20\] used this system to develop self-stabilizing mutual exclusion
systems. Initially, there may be more than one token in the system, but after
a finite time, only one token exists in the system which is circulated among
the processes. Such systems are easier to implement in circuits, and Brown
et al. showed how the implementation is done using flip-flops. All of the
models, token systems, privileges, and shared memory are forms of mutual
exclusion, and the algorithms also tolerate node failures and restarts or a
bad initialization. So these algorithms are more tolerant of errors than other
mutual exclusion algorithms \[42\].

### 17.4.7 Costs of self-stabilization

The definition of self-stabilization does not put any upper bound on the num-
ber of transitions required by the system to reach a safe state starting from an
unsafe one. Thus, the system might remain in an unsafe state for a consider-
able amount of time before reaching a safe state. A study and assessment of
these cost factor is very important in any practical implementation.

Gouda and Evangelist \[53\] introduced the following two concepts related
to the cost of self-stabilization:

- **Convergence span** The maximum number of transitions that can be
executed in a system, starting from an arbitrary state, before it reaches a
safe state.

- **Response span** The maximum number of transitions that can be executed
in a system to reach a specified target state, starting from some initial state.

The choice of initial state and target state depends upon the application.

Clearly, the aim of the designer of a self-stabilizing algorithm is to reduce
the convergence span and response span.

Time-complexity measure for self-stabilizing algorithms is the number of
rounds. In synchronous models, algorithms execute in rounds, i.e., processors
execute steps at the same time and at a constant rate. Rounds can be defined in asynchronous models too, where the first round ends in a computation when every processor has executed at least one step. In general, the \( i \)th round ends when every processor has executed at least \( i \) steps. Generally, communication between any two processors in a particular system takes at least \( d \) rounds. This is because it normally takes at least one round to propagate information between two adjacent processors.

---

### 17.5 Methodologies for designing self-stabilizing systems

Having seen the issues in the design of self-stabilizing system, let us now discuss the methodologies for designing self-stabilizing systems.

Self-stabilization is characterized in terms of a “malicious adversary” whose objective is to disrupt the normal operation of the system. This adversary (e.g., a virus or a hardware problem) may destroy some portions of the system, or disrupt the operation of one or more portions. Furthermore, it might not be possible for a system to detect that it has been “attacked,” as soon as the attack appears. To be called self-stabilizing, a system must have the capability to recover normal operation when exposed to such attacks. If the system (or parts of it) is destroyed completely, so that it is no longer possible for the system to operate, then no self-stabilizing system can work. The adversary succeeds in achieving his goals. However, if enough components are left for the system to operate, then a self-stabilizing system will slowly resume normal operation after the attack. It is up to the designer to decide under what conditions the system may be termed “completely destroyed” or “still capable of operating.”

#### 17.5.1 Layering and modularization

The most commonly used techniques for building self-stabilizing systems are layering and modularization. The basic idea is to divide the system into smaller component, make each component self-stabilizing independently, and then integrate them to compose the system.

Self-stabilization is amenable to layering because the self-stabilization relation is transitive, i.e. if \( P \rightarrow Q \) (\( P \) stabilizes \( Q \)) and \( Q \rightarrow R \), then \( P \rightarrow R \). Thus, different layers of self-stabilizing programs (each by itself self-stabilizing) can be composed. First step is to build a self-stabilizing “platform” and any program written on that platform automatically becomes self-stabilizing. The basic idea behind a self-stabilizing platform is to provide primitives that can be used to write other programs.

To develop self-stabilizing systems using the technique of layering, we require primitives to provide structures on which algorithms may be built.
There are two basic structuring mechanism primitives: common clock primitives and topology-based primitives.

**Common clock primitives**
Unison is the process of maintaining time through the use of local clocks in shared memory systems. The properties required here are the safety property and the progress property. For a synchronous shared memory system, the safety and progress properties for unison are as follows:

- **Safety** All clocks have the same value.
- **Progress** At each step, each clock is incremented by the same amount.

For asynchronous systems with shared memory, the safety and progress properties for unison are as follows:

- **Safety** Clocks of two neighboring nodes can differ by at most 1.
- **Progress** A clock is incremented to $i+1$ when clocks at all neighboring nodes have value $i$ or $i+1$.

**Topology-based primitives**
Leader election is perhaps the most basic primitive with respect to an arbitrary dynamic topology. Once a leader has been found, a spanning tree might be constructed. Algorithms for mutual exclusion and reset can be easily developed on top of self-stabilizing spanning-tree algorithms for arbitrarily connected graphs.

We now discuss two examples of self-stabilizing programs, namely, mutual exclusion and reset, developed using the concept of layering.

**Example** A two-layered self-stabilizing algorithm for mutual exclusion \[40\]. The first layer creates a spanning tree from an arbitrarily connected graph, whose topology might change dynamically with the exception of a distinguished process (the root). The self-stabilizing spanning tree protocol is based on a breadth-first search of the graph, rooted at the distinguished node. The distinguished node is needed to break symmetry and all other nodes execute an identical program.

The second layer achieves mutual exclusion on a dynamic tree structured system. It is a token-based system. When a node receives the token/privilege, it executes its critical section (if it wants to) and then it passes the token to its children in left-to-right order. Thus, the token traverses the tree in a depth-first manner.

Finally, the two protocols are superposed to obtain a single self-stabilizing protocol for mutual exclusion on an arbitrarily connected graph.

**Example** A self-stabilizing reset algorithm for an asynchronous shared memory system \[12\]. Arora and Gouda \[12\] used a layering technique to develop a self-stabilizing reset algorithm for asynchronous shared-memory systems. The algorithms
allows dynamic topology as long as the underlying graph remains connected. There is no distinguished process, however, each process has a unique identifier.

The algorithm consists of three layers. In the first layer, a root is elected forming a spanning tree. In the second layer, the root initiates a diffusing computation in which reset requests are propagated to the leaf nodes and are reflected back to the root node. The reset request passes through every node, detecting any anomaly in the global state. When the reset returns to the root, the reset is complete.

A self-stabilizing “platform” resets the system upon encountering an illegitimate state. The platform writes to variables of the original program only if an illegitimate state is detected. The platform does not affect the original program under normal execution.

### 17.6 Communication protocols

A communication protocol is a collection of processes that exchange messages over communication links in a network. A protocol may be adversely affected for several reasons:

- Initialization to an illegal state.
- A change in the mode of operation. Not all processes get the request for the change at the same time, so an illegal global state may occur.
- Transmission errors because of message loss or corruption.
- Process failure and recovery.
- A local memory crash which changes the local state of a process.

Previously, these five types of errors have been treated separately. However, if a protocol is self-stabilizing, they will all be corrected in a finite number of steps, regardless of the reason for the loss of coordination.

A communication protocol is stabilizing if and only if starting from any unsafe state (i.e., one that violates the intended invariant of the protocol), the protocol is guaranteed to converge to a safe state within a finite number of state transitions. Stabilization allows the processes in a protocol to reestablish coordination between one another whenever coordination is lost due to some failure.

Gouda and Multari [55] showed that a communication protocol must satisfy the following three properties to be self-stabilizing:

- It must be non-terminating.
- There are an infinite number of safe states.
- There are timeout actions in a non-empty subset of processes.

Self-stabilizing systems can automatically recover from arbitrary state perturbations in finite time. They are therefore well-suited for dynamic,
failure-prone environments. The spanning-tree construction in distributed systems is a fundamental operation that forms the basis for many other network algorithms (like token circulation or routing). Next, we discuss some self-stabilizing algorithms that construct a spanning tree within a network of processing entities.

Let us consider an arbitrary distributed algorithm, e.g., for termination detection, and start it in a state where one of its variables has been set to a random value from its domain. Usually, the behavior is not predictable: either the algorithm will output garbage (e.g., declare a computation as finished although it is still running), or (most probably) it will deadlock (e.g., it will fail to output anything at all). It may be argued that changing the value of a variable is unfair: no algorithm can tolerate such manipulations since algorithms have to rely on proper initialization. This argument, however, is not true.

Self-stabilizing algorithms are guaranteed to recover from an arbitrary perturbation of their local state in a finite number of execution steps. This means that the variables of such algorithms do not need to be initialized properly. If we assign each variable an arbitrary value from its domain, the algorithm will eventually start to behave as expected. Arbitrary state perturbations can also happen without curious users playing around with their algorithm: cosmic rays in spacecraft, for example, can arbitrarily change the contents of memory cells in random access memory. Self-stabilizing algorithms have the desirable property of being able to recover from such faults automatically.

17.7 Self-stabilizing distributed spanning trees

In distributed systems, a spanning tree is the basis for many complex distributed protocols. To define a spanning tree, the network is modeled as a graph $G = (V, E)$, where $V$ is the set of network nodes (vertices) and $E$ is the set of communication links (edges) between network nodes (formally, it is a subset of $E \times E$). A spanning tree $T = (V, E')$ of $G$ is a graph consisting of the same set of nodes $V$, but only a subset $E'$ of edges $E$ such that there exists exactly one path between every pair of network nodes. Basically, this means that the graph is connected and does not contain cycles. A basic theorem of spanning trees states that, in a network of $n$ nodes, the tree contains exactly $n - 1$ communication links. A spanning tree of a graph is in general not unique (even if the root node is fixed). Figure 17.3 shows an example of a network of five nodes and a spanning tree of the network [43].

A spanning tree in a network is often a prerequisite for more involved network protocols like routing or token circulation. It generally increases the efficiency of network protocols. For example, consider the problem of broadcasting messages in the network. There are algorithms that flood the network,
i.e., the broadcast message is recursively sent to all neighbors. Consequently, the message crosses all communication links before the protocol terminates. However, if a spanning tree of the network is available, the message only needs to be sent along all the edges of the spanning tree. Instead of crossing all $E$ links, the message just crosses $n - 1$ links. Since $|E|$ is usually significantly larger than $n - 1$, a spanning tree can considerably reduce the message complexity of the broadcast algorithm.

Two kinds of spanning trees may be distinguished: breadth-first search (BFS) trees result from a breadth-first traversal of the underlying network topology. Similarly, depth-first search (DFS) trees are obtained from a depth-first traversal. A notion underlying both DFS and BFS trees is that of a rooted tree. A rooted spanning tree is a spanning tree of the network where the tree edges are consistently directed with respect to a particular node (the root). Edges can be directed towards the root or “away from” the root. Rooted spanning trees have a notion of “parent” and naturally result from the execution of semi-uniform algorithms. In fact, since almost all algorithms use a single pointer (to a neighbor or the parent) to store the structures of the tree, all these algorithms implicitly construct a rooted spanning tree.

In spanning-tree construction, it is impossible to deterministically construct a spanning tree in uniform networks. Intuitively, this is caused by problems of symmetry, and so at least a semi-uniform setting (e.g., a distinguished root processor) or a source of randomization is needed.

The time-complexity of self-stabilizing algorithms is often measured by the number of rounds. In self-stabilizing spanning-tree construction, an arbitrary initial state may make it necessary to propagate information through the entire network. Therefore, a general lower bound of $d$ rounds can be assumed for self-stabilizing spanning-tree algorithms. By combining the algorithm with a hierarchical structure and sacrificing true distribution, this bound can be lowered.

Space complexity measures the the amount of state necessary to perform self-stabilizing spanning-tree construction. Dolev et al. [38] derived the following result on lower bounds regarding the space complexity: self-stabilizing spanning-tree construction needs at least $\log n$ bits per processor if the algorithm is silent (i.e., if the contents of the communication registers eventually
stop changing). If the algorithm is not required to be silent, Johnen [66] showed that it is possible to construct an algorithm using only $O(1)$ bits per edge in a uniform rooted network with a central demon.

### 17.8 Self-stabilizing algorithms for spanning-tree construction

In this section, we discuss a set of representative self-stabilizing algorithms for constructing spanning trees [43].

#### 17.8.1 Dolev, Israeli, and Moran algorithm

Dolev et al. [40] developed a self-stabilizing BFS spanning-tree construction algorithm for semi-uniform systems with a central demon under read/write atomicity. In the algorithm, every node maintains two variables: (i) a pointer to one if its incoming edges (this information is kept in a bit associated with each communication register), and (ii) an integer measuring the distance in hops to the root of the tree. The distinguished node in the network acts as the root.

The algorithm works as follows: the network nodes periodically exchange their distance value (current distance from the root node) with each other. After reading the distance values of all neighbors, a network node chooses the neighbor with minimum distance $\text{dist}$ as its new parent. It then writes its own distance into its output registers, which is $\text{dist} + 1$. The distinguished root node does not read the distance values of its neighbors and always sends a value of 0.

The algorithm stabilizes starting from the root process. After sufficient activations of the root, it has written 0 values into all of its output variables. These values will not change anymore. Note that without a distinguished root process the distance values in all nodes would grow without bound. More specifically, after reading all neighbors values for $k$ times, the distance value of a process is at least $k + 1$. This means that, after the root has written its output registers, the direct neighbors of the root – after inspecting their input variables – will see that the root node has the minimum distance of all other nodes (the other nodes have distance at least 1). Hence, all direct neighbors of the root will select the root as their parent and update their distance correctly to 1. This line of reasoning can be continued incrementally for all other distances from the root. That is, after all nodes at distance $d$ from the root have computed their distance from the root correctly and written it in their registers, their registers no longer change and nodes at distance $d + 1$ from the root are ready to compute their distance from the root. After $O(\delta)$ update cycles, the entire tree will have stabilized.
Variables:

- \( no\_neighbors \) = Number of processor’s neighbors
- \( i \) = the writing processor
- \( m \) = for whom the data is written
- \( lr_i \) (local register \( r_j \)) the last value of \( r_j \) read by \( P_i \)

Root Node:

\{
\text{do forever}
\}
\text{while TRUE do}
  \text{for } m := 1 \text{ to } no\_neighbors \text{ do}
    \text{write } lr_m := <0,0>
  \text{end}
\text{end}

Other Nodes:

\{
\text{do forever}
\}
\text{while TRUE do}
  \text{for } m := 1 \text{ to } no\_neighbors \text{ do}
    \text{lr}_m := \text{read} (lr_m)
    \text{FirstFound} := \text{false}
    \text{dist} := 1 + \min(lr_m, \text{dist}) \forall m: 1 \leq m \leq no\_neighbors
    \text{for } m := 1 \text{ to } no\_neighbors \text{ do}
      \text{if not FirstFound and } lr_m, \text{dis} = \text{dist} - 1 \text{ then}
        \text{write } r_m := <1, \text{dist}>
        \text{FirstFound} := \text{true}
      \text{else write } r_m := <0, \text{dist}>
    \text{end}
  \text{end}
\text{end}

Algorithm 17.2 Dolev et al.’s spanning-tree construction algorithm for \( P_i \) [40].

Dolev et al.’s self-stabilizing algorithm for constructing spanning trees is shown in Algorithm 17.2. Two neighbors \( P_i \) and \( P_j \) communicate with each other by reading from and writing to two shared registers, \( r_{ij} \) and \( r_{ji} \). To communicate, \( P_i \) writes to \( r_{ij} \) and reads from \( r_{ji} \) and \( P_j \) writes to \( r_{ji} \) and reads from \( r_{ij} \).

The root node repeatedly writes values \(<0,0>\) in the registers of all of its neighbors. All other processors repeatedly perform the following steps: in each iteration, the processor reads the registers of all of its neighbors and computes the a value for variable \( \text{dist} \) as follows: it chooses the minimum distance of their neighbors, sets its \( \text{dist} \) variable to the minimum distance plus 1, and
updates the registers of its neighbors. The internal variable corresponding to register $r_{ij}$ is denoted by $lr_{ij}$. It stores the last value of $r_{ji}$ that is read by $P_i$.

A snapshot of the system state in Dolev et al.’s self-stabilizing algorithm is given in Figure 17.4. This algorithm has been used as the basis for a topology update algorithm in dynamic networks. Based on a similar idea, Collin and Dolev [31] present a semi-uniform spanning-tree algorithm under a central demon and read/write atomicity that constructs a DFS tree (instead of a BFS tree). A similar algorithm, which also constructs a DFS tree but uses composite atomicity, was developed by Herman. In this algorithm, the outgoing links at every process are ordered, and the DFS tree is defined as the tree resulting from a DFS graph traversal always selecting the smallest outgoing edge. Instead of writing its current level into the output registers, it writes a representation of its current estimate of the path (the sequence of outgoing link identifiers) to the root. The root repeatedly writes the “empty path” $(\bot)$ to its output registers. If a node has $k$ neighbors, there are $k$ alternative paths to choose from. From these, the node chooses the path that is minimal according to a lexicographic order that prefers smaller link identifiers. For example, $(\bot) < (\bot, 1) < (\bot, 1, 1) < (\bot, 2) < (1)$. Thus, a node does not choose the shortest path to the root but a path along the smallest link identifiers.

The memory requirement for the DFS algorithm is $O(n \log K)$ bits, where $K$ is an upper bound on the maximum degree of a node. The time complexity is $O(\delta n K)$ rounds.
17.8.2 Afek, Kutten, and Yung algorithm for spanning-tree construction

The algorithm by Afek et al. [3] constructs a BFS spanning-tree in the read/write atomicity model. However, this algorithm does not make the assumption of a distinguished root process. Instead, it assumes that all nodes have globally unique identifiers that can be totally ordered. The node with the largest identifier will eventually become the root of the tree.

The idea of the algorithm is as follows: every node maintains a parent pointer and a distance variable as in the algorithm by Dolev et al. Israeli, and Moran algorithm. In addition, it stores the identifier of the root of the tree in which it thinks it is present. Periodically, nodes exchange this information. If a node notices that it has the maximum identifier in its neighborhood, it makes itself the root of its own tree. If a node learns that there is a tree with a larger root identifier nearby, it joins this tree by sending a “join request” to the root of that tree and receiving a “grant” back from the root. Local consistency checks ensure that cycles and fake root identifiers are eventually detected and removed.

The algorithm stabilizes in $O(n^2)$ asynchronous rounds and needs $O(\log n)$ space per edge to store the process identifier. Afek et al. argued that this is optimal since message communication buffers need to communicate “at least” the identifier.

17.8.3 Arora and Gouda algorithm for spanning-tree construction

Arora and Gouda [12] developed a self-stabilizing BFS spanning-tree algorithm for the composite atomicity model under the assumption of a central daemon. Like Afek et al., they also assume unique identifiers and the node with maximum identifier eventually becomes the root of the system. However, the algorithm needs a bound $N$ on the number $n$ of nodes in the network to work correctly. The bound on the number of nodes is necessary because the algorithm uses a different technique to detect and remove cycles.

Every node maintains variables for distance, parent, and root identifier. Periodically, every node compares its own distance and root identifier values with the values stores in the node pointed to by the parent variable. In the final spanning tree, the root identifiers should be identical and the distance should be the distance of the parent plus one. If this is not the case, the root identifier is copied from the parent and the distance is set to the parent’s distance plus one. A node also continuously monitors the root identifier and distance settings of its neighbors. If a neighbor has a larger root identifier or the same identifier with smaller distance, the node adjusts its values accordingly.

Cycles are detected in the following manner: if there is a cycle in the tree (or the graph to be precise), say, due to improper initialization, the distance values are incremented along this cycle without bound. Hence, a cycle is
detected when the distance value exceeds the bound $N$. The first node to detect this makes itself the root of a new tree.

A bound on the number of nodes in the network, $N$, allows the Arora and Gouda algorithm to be simpler than the one by Afek et al. However, the stabilization time in Arora and Gouda algorithm is $O(N^2)$, which can be much larger than that of Afek et al., $O(n^2)$. In dynamic networks where network nodes may go down, a stabilization time in the order of the actual number of nodes is preferable.

17.8.4 Huang et al. algorithms for spanning-tree construction

Chen et al. [29] developed a self-stabilizing spanning tree algorithm for semi-uniform systems with composite atomicity. It is based on the same idea of cycle breaking (bumping up the distance counter). The fact that there is a distinguished root makes the algorithm even simpler than the one by Arora and Gouda [12]. However, the algorithm does not necessarily stabilize to a BFS tree since the choice of a new parent after a cycle is broken is non-deterministic and is governed by the scheduler.

This algorithm was later improved by Huang and Chen [63] to yield an algorithm which constructs a BFS tree using knowledge of the size $n$ of the network.

17.8.5 Afek and Bremler algorithm for spanning-tree construction

Afek and Bremler [6] gave a self-stabilizing algorithm for constructing spanning trees for systems with unidirectional, bounded capacity communication links. They assumed node have unique identifiers and adopted the algorithm for the synchronous and the asynchronous networks. The network node with the smallest identifier eventually becomes the root of the spanning tree.

The algorithm is based on a new idea called “power supply.” The power supply method exploits the fact that self-stabilizing algorithms must continuously check their own state. Nodes that are part of a spanning tree expect to receive “power” from the root of the tree. Power, like electric current, means a continuous flow of certain messages, one per round. The basic idea is that only legal roots may be the source of power and nodes attached to fake roots eventually fail to receive power and subsequently make themselves the root of a new tree.

Whenever a node receives power from a neighbor with a smaller identifier, it attaches itself to its tree. In the asynchronous case, the power supply idea is implemented using different types of messages: weak messages are exchanged periodically between the nodes to synchronize their states, while strong messages carry power.

The idea of called power supply imparts the algorithm several interesting features. For example, the algorithm stabilizes in $O(n)$ rounds without
An anonymous self-stabilizing algorithm for 1-maximal independent set in trees

In a distributed system, an independent set is defined as a large subset of nodes that are pair-wise non-adjacent. A maximal independent set is a set of nodes such that every node not in the set is adjacent to a node in the set. Maximal independent sets are important in several distributed network applications and several parallel or distributed algorithms have been developed for this task [73].

In this section, we discuss Shi et al.’s [81] self-stabilizing algorithm for finding a 1-maximal independent set in a tree. The algorithm uses a constant space at each node. The algorithm is somewhat unusual in that it stabilizes on all graphs, but it is only guaranteed to be correct on some graphs.

A distributed system is modeled as a connected, undirected graph \( G \) with node set \( V \) and edge set \( E \). Two nodes joined by an edge are said to be neighbors and \( N(i) \) is used to denote the set of neighbors of node \( i \). A self-stabilizing algorithm is presented as a set of rules, each with a Boolean predicate and an action. A node is said to be privileged if the predicate is true. If a node becomes privileged, it may execute the corresponding action called a move. The assumption is that there exists a central demon, which at each time-step selects one of the privileged nodes to move (and thus two
nodes never move at the same time). When no further move is possible, the system is said to be in a **stable configuration**. While the definition of self-stabilizing is normally more general, since this is a graph algorithm we say that an algorithm is self-stabilizing if from any initial configuration it always terminates in a legitimate stable configuration after a finite number of moves no matter the selections of the daemon.

**Description of algorithm**

In Shi et al.'s algorithm [81] for finding a 1-maximal independent set in a tree, each node is in one of a finite number of distinct states. Those nodes in the state called 0 will end up being in the desired set: let us call this set \( M \). A node with no neighbor in state 0 will change to state 0 and a node in state 0 with a neighbor in state 0 will change to something else. This idea readily produces a maximal independent set.

To achieve 1-maximality, however, a node must be able to leave set \( M \) when that would allow two of its neighbors to enter \( M \). Available neighbors are those which have no other neighbor in state 0: these will be in the state called 1. In order to allow this **interchange**, we implement a hand-shaking process: the node offers to leave \( M \) by changing to state 0', the relevant neighbors agree to enter \( M \) by changing to state 1', the node leaves by changing to state 2', and then the relevant neighbors go in by changing to state 0.

Specifically, the set of states is 0, 0', 1, 1', 2, 2'. The states with a prime are **transition states**, used in the hand-shaking process described above. These transition states will be absent when the algorithm terminates if the network satisfies certain properties.

For the purpose of the algorithm, the nodes with state 0' are also considered to be in \( M \). The states 0, 1, and 2 are used to indicate that a node has zero, one, or at least two neighbors in \( M \), respectively.

Actions of a node in the algorithm can be summarized as follows:

1. If not involved in a transition process, then set state to the number of neighbors in state 0 or state 0'. (The value 2 is used to indicate two or more such neighbors.)
2. If in state 0 and adjacent to at least two 1s, change state to 0'.
3. If in state 1 and adjacent to a 0', change state to 1'.
4. If in state 0' and adjacent to at least two 1's, change state to 2'.
5. If in state 1' and adjacent to no 0', change state to 0.
6. If in state 2' and adjacent to no 1', change state to 2.

The complexity of the actual algorithm arises from invalid initial states and from two interchanges affecting one another.

For a state \( y \), we use the notation \( S(y) \) to represent the set of nodes in state \( y \). Furthermore, we use the notation \( S(y1/y2/y3/\ldots) \) to denote \( S(y1) \cup S(y2) \cup S(y3) \ldots \).
For example, the notation $S(0)$ denotes the nodes in state 0. The state of a node is stored in a local variable denoted by $x$. The states with a prime are transition states. We will also identify the prime with a virtual flag – we will say the flag is set when the node is in a transition state, and clearing the flag will mean changing from state $i'$ to state $i$.

To define the rules of the algorithm, we define the following function $f$. Let $i$ be a node and $t$ a state. Then we define $f_i(t) = \min\{2, |N(i) \cap S(t)|\}$.

The function $f_i$ gives the number of neighbors of node $i$ in a specified state. We further use the notation: $f_i(x/y/z/\ldots) = \min\{2, f_i(x) + f_i(y) + f_i(z) + \ldots\}$. When the node $i$ is clear from the context, we will drop the subscript from $f_i$.

We also utilize the concept of bad edge, which is defined next. The rules will be such that a bad edge can only occur as a result of faulty initialization. A bad edge is an edge connecting two nodes in the following list of pairs of states: $0-0$, $0-0'$, $0'-0$, $0'-2'$, $1'-1'$, and $2'-2'$.

The complete algorithm for finding a 1-maximal independent set is given in Algorithm 17.3.

{ /* All moves are tried in the listed order */
V1: if flag is set and node is incident on bad edge
    and after clearing flag node would not be incident on any bad edge
    then clear flag
V2: if flag is clear and $x' = f(0/0')$ and $(f(0/0') \geq 1 \text{ or } f(1'/2') = 0)$
    then set $x = f(0/0')$
C1: if $x = 0$ and $f(1) = 2$ and $f(0/0'/2') = 0$
    then set $x = 0'$
C2: if $x = 0'$ and $(f(1'/1') \leq 1 \text{ or } f(0/0') \geq 1)$
    then set $x = f(0/0')$
C3: if $x = 0'$ and $f(1') = 2$ and $f(0'/2') = 0$
    then set $x = 2'$
C4: if $x = 2'$ and $f(1') = 0$
    then set $x = f(0/0')$
C5: if $x = 1$ and $f(0') = 1$ and $f(0'/1'/2') = 0$
    then set $x = 1'$
C6: if $x = 1'$ and $(f(0') \neq 1 \text{ or } f(0'/1'/2') \geq 1)$
    then set $x = f(0/0')$

Algorithm 17.3 Shi et al.'s algorithm for finding a 1-maximal independent set [81].

The algorithm converges in $O(mn)$ time, where $m$ is the number of edges and $n$ is the number of nodes in the network. The algorithm stabilizes to a 1-maximal independent set in $O(n^2)$ steps in an arbitrary tree.
Having seen two regular self-stabilizing algorithms, let us now discuss a probabilistic self-stabilizing algorithm.

17.10 A probabilistic self-stabilizing leader election algorithm

We now discuss a probabilistic self-stabilizing leader election algorithm by Dolev et al. [35]. The distributed system consist of \( n \) stations (sites) and they need to choose a leader among themselves by using a leader election algorithm. The following three possibilities arise: during a time unit, stations can detect either silence, success, or collision.

Silence in the system implies that no station tried to transmit a message. Success implies that only one station used the channel to transmit a message, and finally, a collision implies that at least two stations attempted to transmit messages.

The leader election algorithm is shown in Algorithm 17.4.

\[
\begin{align*}
\text{Termination condition} & \quad \text{If } n = 1 \text{ then Stop.} \\
\text{Randomized selection process} & \quad \text{If } n \geq 2 \text{ then randomly divide } n \text{ into } (n_1, n - n_1). \\
& \quad \text{If } n_1 \neq 0 \text{ then Apply } d(n_1). \\
& \quad \text{Else Apply } d(n).
\end{align*}
\]

Algorithm 17.4 Dolev et al.'s leader election algorithm \( d(n) \).

If the number of stations is greater than or equal to two, then, in the first time unit, all the stations send their messages via the channel and, as a result, a collision occurs. The first time unit is nothing but the first instance of a time unit.

If we take a station \( S \) into consideration, in the next time unit, there are two possibilities:

- **Case 1** \( S \) tries to send the message again, or
- **Case 2** \( S \) does not try to send the message again.

There are two possibilities for the first case (\( S \) tries to send the message again): success or collision. If result is a success, then \( S \) is the leader, else (a collision occurs) \( S \) flips a coin (send/not send).

For the second case (\( S \) does not participate), there are three possibilities: silence, success, or collision. If silence occurs, then the station \( S \) flips the coin (send/not send) again, if success occurs, then station \( S \) detects the leader, and if a collision occurs, \( S \) is eliminated.
Thus, the algorithm can be written as shown in Algorithm 17.5.

Algorithm 17.5 Modified leader election algorithm.

Example We now illustrate the algorithm using the example shown in Figure 17.5. In Figure 17.5 initially (in the first time unit), ABCD try to send messages and a collision occurs. In the next time unit, A and B send message again, while C and D do not participate. Since both A and B try to send their messages, there is a collision again. As a result, C and D are eliminated. Now in the next time unit, both A and B do not participate and the result is a Silence. So both of them flip a coin and B decides to send a message again and A decides not to participate. Since B is the only one sending a message, the result is Success and B is the Leader and the algorithm terminates.
17.11 The role of compilers in self-stabilization

A compiler converts a program written in a language into an equivalent program in another language. Typically, the latter is an object program that is to be run on a particular architecture. Formally, a compiler is a homomorphism \( f: A \rightarrow B \), where \( A \) and \( B \) are two classes of architecture or systems. Then, for each \( m \in A \), \( f(M) \) mimics the actions of \( M \) in some well-defined fashion [79].

When a source program is self-stabilizing, we expect the compiler to produce an object program that is self-stabilizing on the target architecture. It would be highly desirable to have a “self-stabilizing compiler” that will convert a non-self-stabilizing source program into self-stabilizing object code.

It is very important for the compiler to preserve the properties of the source program that are important to the designers:

- In a sequential paradigm under termination it’s important that both the programs compute the same results (quantitative).
- In a distributed or parallel paradigm, preservation of qualitative properties due to the need for control and coordination among the processes is important.

Dijkstra [34], in his seminal work, implied that there doesn’t exist a compiler from asymmetric rings to symmetric rings that forces or preserves self-stabilization. However, if self-stabilization is not required, we can compile an asymmetric ring into a symmetric ring [79].

Gouda et al. [53] showed that self-stabilization across architectures is in principle unstable. They also demonstrated that the ability to force or preserve self-stabilization is very much dependent on how certain properties, such as termination, fairness, and concurrency, are required to be preserved when compiling from one system to other.

Next we discuss compilers that force self-stabilization in sequential programs, asynchronous distributed systems, and shared memory systems [79].

17.11.1 Compilers for sequential programs

The main focus of research on self-stabilization has been in the domains of concurrent and distributed systems, where the goals of algorithms are both qualitative and quantitative. Achieving self-stabilization in sequential programs becomes much more difficult due to the termination requirement.

Browne et al. [19] and Schneider [77] suggested a rule-based program model. A rule-based program consists of an initialization section and a finite set of rules. A rule is a multiple assignment statement with an enabling condition, called a guard, which is a predicate over the variables of the program. If the guard of a rule is true for a state, then the rule is said to be enabled. A computation is a sequence of rule firings, where at each step an enabled rule is non-deterministically selected for execution. A program is
said to have *terminated* when a *fixed point* is reached. A *fixed point* is a state in which the values of the variables can no longer change. A *partial fixed point* is defined as a state from which the values of a subset of variables do not change.

For a terminating program to be self-stabilizing, the relation it computes should be verifiable in one step, else it might terminate in an unsafe state. Browne et al. [19] showed that a class of programs exists for which there is a compiler that forces self-stabilization while preserving termination. Object programs have runtime and size within a constant factor of the source program. However, it is assumed that inputs are incorruptible. These programs must satisfy the following properties [79]:

- The data dependency graphs of these programs are acyclic.
- Each rule in the program assigns only one variable.
- For any pair of enabled rules with the same target variable, both rules will assign the same value to the variable.

For arbitrary programs, one cannot obtain the same result as for acyclic programs. Consider the class of programs restricted to boolean variables. Schneider [77] showed that if there exists a compiler that forces self-stabilization onto boolean programs, while preserving termination, then \( \text{PSPACE} = \text{NP} \), which is not a very likely result. Further, if we require that the source and target to have the same set of variables, then \( \text{PSPACE} = \text{P} \), which is even less likely result.

However, if we waive the requirement that the object program reach a fixed point (i.e., the condition of termination), life becomes simpler. Schneider [77, 78] introduced the notion of partial fixed-points (where termination not required) and showed that one can produce, in quadratic time, an equivalent self-stabilizing program with time complexity and size within a constant factor of the original.

### 17.11.2 Compilers for asynchronous message passing systems

Such a compiler should convert a non-self-stabilizing program into a self-stabilizing version in an asynchronous message passing system [69]. This is accomplished through a self-stabilizing platform, which when interleaved with a non-self-stabilizing program, yields a self-stabilizing program. The resulting program is called an extension of the original program.

The algorithm consists of three components [69]:

- A self-stabilizing version of Chandy–Lamport’s global snapshot algorithm [28].
- A self-stabilizing reset algorithm that is superposed on it.
- A non-self-stabilizing program on which the former two are superposed to obtain a self-stabilizing program.
The algorithm works as follows: a distinguished initiator repeatedly takes global snapshots. After the distinguished initiator has obtained a snapshot, it evaluates a predicate.\(^1\) on the collected state. If an illegitimate global state is detected, then the initiator initiates the execution of the reset algorithm, which resets the global state of the source program to an initial state. In this methodology, the compiler takes the program and the predicate (specifying the set of safe states) as input and produces a self-stabilizing version of the program.

An extension
Informally, a program \(Q\) is an extension of program \(P\) if the subset of \(Q\) corresponding to \(P\) behaves exactly like \(P\), except that the same state may repeat. If \(P\) terminates, its extension \(Q\) needs to repeat the final state of \(P\) forever, changing only the variables not present in \(P\), in order to achieve self-stabilization. If \(Q\) terminates, it cannot be a self-stabilizing extension of \(P\) because it could terminate in an illegal state.

The Katz and Perry methodology \([69]\) has the following two drawbacks: first, it might not be always possible to find a predicate that can distinguish between legitimate and illegitimate states. Legitimate states could be defined in terms of the reachable states. However, computing the reachable set might become intractable. Second, a global snapshot algorithm does not produce the current state. It captures a possible successor to the state it was initiated in. If the original program stabilizes by itself, we might end up doing a reset from a legitimate state.

17.11.3 Compilers for asynchronous shared memory systems

In shared-memory systems, we can write the snapshot and reset algorithms in a way very similar to message-passing systems. A self-stabilizing synchronous shared memory system might be compiled into an asynchronous self-stabilizing shared memory system as follows \([79]\): assume that a process can read and write in one atomic action and that each shared variable is written by only one process (called the owner of the variable). The steps of the synchronous system are simulated using a self-stabilizing asynchronous unison algorithm. One step of the synchronous algorithm is executed each time the clock is incremented. For each shared variable, two copies are maintained: one to store the current value and another to store the previous value. This allows a process to access the previous value of a shared variable even if it has been updated by another process. When the local clock of a process ticks from \(i\) to \(i + 1\), it concurrently executes one step of the synchronous system and updates current and previous values of all variables that it owns.

\(^1\) It is assumed that there exists a decidable predicate that can detect whether a global state is legitimate
Self-stabilization is the property of a system, component, process, or object to correct itself no matter how severely its state variables, including memory, message buffers, and registers, are corrupted. Self-stabilization is most interesting for distributed and concurrent systems because local detection of a faulty condition is difficult.

Self-stabilization has risen beyond the theory and has served as a guiding principle in many network protocols (in fact, a number of Internet and LAN protocols are self-stabilizing or very close to it). Recent applied research has succeeded in demonstrating self-stabilizing file systems and in implementing protocols for routing, reprogramming, and synchronizing nodes in sensor networks. These examples show that the principles of self-stabilization can be used to implement lightweight solutions to the problems of fault tolerance in real-life systems.

Fault tolerance

Fault tolerance is defined as tolerance to transient failures, in which the state of a component changes spontaneously, but the component remains correct.

Fault-tolerance or graceful degradation is the property that enables a system to continue operating properly in the event of the failure of some of its components. The quality of operation may decrease in proportion to the severity of the failure, while in a naively designed system, even a small failure can cause the total system breakdown.

In a system, fault tolerance is generally achieved by anticipating exceptional conditions and designing the system to cope with them. The concept of self-stabilization has emerged as a complementary paradigm to fault tolerance in distributed computing. A system is said to be self-stabilizing if, starting from any state, it automatically recovers to a specified set of legal states in finite time. The arbitrary state from which the system starts may be a faulty state due to a transient failure within the system. Such a fault could be the corruption of local memory, loss of a message, or reception of a corrupted message. During the recovery process, the user may experience a partial loss of services and performance, but guarantee is given that correct system operation will eventually resume.

Self-stabilizing systems meet a stronger notion of correctness under failures. If a transient error pushes the system into an inconsistent or incorrect state, then regardless of the origin and type of the failure, the system eventually converges to a correct state without any outside assistance. The fact that the type of fault is not specified further contains the striking power of the paradigm: the ability to mask the effect of faults is traded for the ability to tolerate any kind and any number of faults. Thus, self-stabilizing systems offer a degree of fault tolerance that goes beyond the shortcomings of traditional approaches for designing fault-tolerant systems.
Robustness is one of the most important requirements of modern distributed systems and a practical distributed system should be able to recover from any transient faults of the processors and communication links. Ideally, the recovery process should automatically start as soon as a fault is detected and must not rely on the assumption that it is possible to start the system from a well-defined state. It is not reasonable to assume that the code executed by every processor is not altered by transient faults. This code may be stored in a read-only memory or may be reloaded from a non-volatile memory after a transient fault. A distributed self-stabilizing system is a system that can start from any possible initial state and reach a legitimate state in finite time.

Self-stabilization is a different way of looking at distributed system fault tolerance; it provides a “built-in-safeguard” against “transient failures” that might corrupt the data in a distributed system; self-stabilization enables systems to recover from failures automatically without any intervention by any external agency. Stabilizing algorithms are optimistic in the sense that the distributed system may temporarily behave inconsistently but a return to correct system behavior is guaranteed in a finite time, while traditional robust distributed algorithms follow a pessimistic approach in that it protects against the worst possible scenario which demands an assumption of the upper bound on the number of faults.

Self-stabilization provides a unified approach to transient failures by formally incorporating them into the design model. The following transient faults can be handled by a self-stabilizing system [79]:

- **Inconsistent initialization** Different processes in the program may be initialized to local states that are inconsistent with one another.
- **Mode of change** There can be different modes of execution of a system. In changing the mode of operation, it is impossible for all of the processes to effect the change at the same time. The program is bound to reach a global state in which some processes have changed while others have not.
- **Transmission errors** These errors include loss, corruption, or reordering of messages and can cause inconsistency between the states of the sender and receiver.
- **Process failure and recovery** If a process goes down and recovers later, its local state may be inconsistent with the rest of the system/program.
- **Memory crash** A memory crash may cause the loss of local state, making it inconsistent with the rest of the system/program.

Traditional approaches to fault tolerance have addressed each of these issues separately. Self-stabilization provides a unified approach to fault tolerance by handling all these issues single-handedly.

Global initialization is not necessary; each component can be started separately in an arbitrary state. Self-stabilization does not rely on particular initial state as other distributed algorithms do. There is no need for proper and consistent initialization. A self-stabilizing distributed system eventually reaches a
legitimate system state, regardless of its initial state. Because of this property, a self-stabilizing distributed system is extremely robust against failures; it tolerates any finite number of transient failures.

Self-stabilization can be applied to topology preservation/control. After a topological change the system converges to a new feasible configuration. The self-stabilization principle applies to any system built on significant number of components which are evolving independently from one another, but which are cooperating or competing to achieve some common goals. This applies, in particular to large distributed systems which tend to result from the integration of many subsystems and components developed separately earlier by different people.

The investigation and use of self-stabilization as an approach to fault-tolerance has been undergoing a renaissance. Dijkstra’s notion of self-stabilization, which originally had a very narrow scope of application, is proving to encompass a formal and unified approach to fault tolerance under a model of transient failures for distributed systems. Self-stabilization has most obvious application to the network protocols area since communication protocols should be especially tolerant to temporary faults.

### 17.13 Factors preventing self-stabilization

In this section, we discuss some of the factors that prevent self-stabilization. The factors preventing self-stabilization include the following:

- Symmetry
- Termination
- Isolation
- Look-alike configuration

#### Symmetry

Self-stabilization requires that all processes should not be identical/symmetric because a self-stabilization solution generally relies on a distinguished process. Asymmetry must be maintained in systems where processes may synchronize with one another such as mutual exclusion, dining philosophers, drinking philosophers, and resource allocation systems under deterministic rules.

A system can be asymmetric by state or asymmetric by identity. A system is asymmetric by state when all processes are identical; however, they start from different initial local states. A system is asymmetric by identity when not all of the processes are identical. In general, a system asymmetric only by state cannot be self-stabilizing, while a system asymmetric by identity can be self-stabilizing.
**Termination**

Self-stabilization is generally incompatible with termination. If any unsafe global state is a final state, then a system will not be able to stabilize. Though self-stabilization is generally incompatible with termination, there is one exceptional case where self-stabilization can be achieved in the presence of termination. That is, in the case of finite-state sequential programs, since the number of states is finite, a compiler can remove all the unsafe states [79].

While the property of termination is very natural when dealing with algorithms whose goal is to compute a function (i.e., quantitative), it is unnatural in the domain of distributed systems, where computations are non-terminating by design and have qualitative goals such as coordination and control.

One form of termination that occurs within distributed systems is deadlock where one or more processes wait for an event that will never occur [69]. In a distributed message-passing system, processes will be waiting for messages to come from other processes. A process sends a message and then waits for a response. By way of a malicious adversary, control of a local process could be placed at a point just after a send instruction without a message actually having been sent. Thus at any local process state that follows the sending of a message, it is impossible for that process to know whether a message has in fact been sent.

This situation can lead to deadlock where one or more processes wait for messages that will never come. The problem of deadlock is not seen in a shared memory system. Because a process can test the value of shared memory when required, there is no waiting for messages and thus no deadlock.

**Isolation**

Isolation occurs within a system when the local state and computation of each process is consistent with some safe global state and computation; however, the resulting global state and computation is not safe. In such a situation, the system is unable to stabilize due to inadequate communication and coordination between its processes [53, 79].

**Look-alike configurations**

Look-alike configurations result when the same computation (sequence of actions) is enabled in two different states with no way to differentiate between them [53, 79]. If one of the two states is unsafe, then the system cannot guarantee convergence from the unsafe state.

### 17.14 Limitations of self-stabilization

The problem in self-stabilizing systems is the time it takes for a system to correct itself when started in an illegal state or there is an error causing it to go in an illegal state. If a system cannot tolerate this initial unknown period, then
self-stabilization does not help. Even if the initial unknown can be tolerated for a brief period of time, the system may not converge to a legal state quickly enough.

Need for an exceptional machine
Almost all self-stabilization algorithms rely on the fact that there is at least one exceptional machine in the system. This may be difficult to achieve in some systems, but it is not a major drawback in most distributed systems.

Convergence–response tradeoffs
The convergence span denotes the maximum number of critical transitions made before the system reaches a legal state and the response span denotes the maximum number of transitions to get from some starting state to some goal state. Critical transitions are similar to errors occurring in the system due to a move. For example, in a mutual exclusion system, if one process is in its critical section and another process makes a move and enters its critical section, an error has occurred because more than one process has been allowed to enter its critical section.

Several self-stabilizing termination detection algorithms, each having different properties, have been developed. For a ring of \( n \) processes, if one has comparative convergence and response spans, one has a fast convergent span and a slow response span, and another shows the relationship between the two spans. If the convergence span is decreased by a factor of \( k \) (\( 1 \leq k \leq n \)), the response span is increased by the same factor. So, the convergence span is of the order of \( n/k \) while the response span is \( n^*k \). This relationship exists in all the other classes of self-stabilizing systems.

This relationship is reasonable because the more checks that are made, the longer it will take to converge, while there will be a fewer number of errors made. This relationship is very useful in the design of self-stabilizing systems because the system can be modified according to the goal of the system. Depending on the requirements of the system, one can have fast convergence with many errors or slower convergence with fewer errors or something in between.

Pseudo-stabilization
It is sometimes expensive to design self-stabilizing systems. Lessening the requirements of the system can reduce some of the cost. A system is said to stabilize if and only if every computation has some state in it such that any computation starting from this state will be in the set of legal computations. On the other hand, in order for a system to pseudo-stabilize, every computation only needs to have some state such that the suffix of the computation beginning at this state is in the set of legal computations [23]. The property of pseudo-stabilization is obviously weaker than the requirement of stabilization, although, it is less expensive to implement.
Verification of self-stabilizing systems
When designing self-stabilizing systems, verifying the correctness of these algorithms may be difficult, but there has been some work in this area. A convergence stair method has been developed where the legal states are built up step by step. Proof that the algorithm stabilizes in each step, verifies the correctness of the entire algorithm. The interleaving assumptions can be relaxed to make it easier to verify the correctness of the algorithm. Algorithms that are pseudo-stabilizing [23] are usually good enough for many systems, and these are easier to implement, easier to verify, and more efficient to run.

17.15 Chapter summary
Self-stabilization has been used in many areas and the areas of study continue to grow. Algorithms have been developed using central or distributed demons and uniform and non-uniform networks. The algorithms that assume a central demon can usually be easily extended to support distributed demon, so these algorithms are still useful when applied to distributed systems.

Extensions of communication protocols that are self-stabilizing have also been developed, such as the sliding window protocol, the two-way handshake, and the alternating-bit protocol [2]. The major drawback of self-stabilizing systems is the initial illegal configurations. The system must converge quickly in order to make the illegal configurations less serious. Verification of the systems can be difficult, but there are ways to make it easier. Relaxing interleaving assumptions and usage of a convergence stair are two of the ways. Some of the assumptions made while designing the systems make it nearly impossible to implement the systems. For example, self-stabilizing protocols require a timeout action that needs to examine the contents of the communication link and also needs to know the values of some non-local variables. Global timeout actions are usually avoided, which makes these algorithms not easy to implement.

These requirements may not be necessary in some cases. The alternating-bit protocol [2], for example, does not need unbounded sequence numbers, nor does it need expensive global timeout actions. Therefore, this protocol can be implemented relatively easily, and even though the algorithm is pseudo-stabilizing and not exactly stabilizing, this does not affect the usefulness of the algorithm in most situations.

17.16 Exercises
Exercise 17.1 When self-stabilization claims to solve so many problems in fault tolerance in a unified manner, why are people still studying and investigating each of those problems individually?
Exercise 17.2 Describe the self-stabilizing alternating-bit protocol.

Exercise 17.3 Give a pseudo-stabilization algorithm. Discuss how it reduces the cost compared to stabilization.

Exercise 17.4 What is “superstabilization”? What type of guarantees do superstabilization provide?

Exercise 17.5 What are the trade-offs in a self-stabilizing system/algorithm?

Exercise 17.6 Fault containment is a problem with self-stabilizing algorithms. What are fault-containing self-stabilizing algorithms? Describe how they solve the problem.

Exercise 17.7 Describe a self-stabilizing mutual exclusion algorithm.

Exercise 17.8 One weakness of self-stabilization is that it is a global property. A failure that is local to a machine may spread and lead to corrective actions across the entire system. Discuss how this problem can be addressed by local detection and correction of failures.

17.17 Notes on references

The idea of self-stabilization was first proposed by Dijkstra in a seminal paper in 1974 [34]. Since then considerable volume of work has been done on this topic. The most extensive work in self-stabilization has been done in the area of mutual exclusion [24, 64, 67, 74]. The reason for this is mainly due to Dijkstra’s original self-stabilizing model, where a legal state is defined as a state in which only one privilege exists in the system.

An excellent survey on the topic is due to Schneider [79]. An excellent review article on the topic is due to Flatebo et al. [42]. An excellent monograph on the topic is Dolev [37]. Gartner [43] presents a survey of algorithms for construction of self-stabilizing spanning trees. Aggarwal [6, 7] presents a time optimal self-stabilizing algorithm for spanning trees. Antoniou and Srimani [8]–[10] discuss self-stabilizing algorithms to construct minimum spanning trees. More details on distributed reset can be found in [12]. Chang et al. [27] discuss the cost of self-stabilization. Self-stabilization has been used to design more robust distributed mechanisms, such as a synchronization [13]. Other interesting papers on the topic include [1, 11, 14, 16–18, 26, 32, 33, 36, 38, 39, 42, 44–46, 50–52, 56–58, 60–62, 65, 70–72, 75, 78, 82, 83].
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Peer-to-peer computing and overlay graphs

18.1 Introduction

Peer-to-peer (P2P) network systems use an application-level organization of the network overlay for flexibly sharing resources (e.g., files and multimedia documents) stored across network-wide computers. In contrast to the client–server model, any node in a P2P network can act as a server to others and, at the same time, act as a client. Communication and exchange of information is performed directly between the participating peers and the relationships between the nodes in the network are equal. Thus, P2P networks differ from other Internet applications in that they tend to share data from a large number of end users rather than from the more central machines and Web servers. Several well known P2P networks that allow P2P file-sharing include Napster [25], Gnutella [16,17], Freenet [10], Pastry [30], Chord [32], and CAN [27].

Traditional distributed systems used DNS (domain name service) to provide a lookup from host names (logical names) to IP addresses. Special DNS servers are required, and manual configuration of the routing information is necessary to allow requesting client nodes to navigate the DNS hierarchy. Further, DNS is confined to locating hosts or services (not data objects that have to be a priori associated with specific computers), and host names need to be structured as per administrative boundary regulations. P2P networks overcome these drawbacks, and, more importantly, allow the location of arbitrary data objects.

An important characteristic of P2P networks is their ability to provide a large combined storage, CPU power, and other resources while imposing a low cost for scalability, and for entry into and exit from the network. The ongoing entry and exit of various nodes, as well as dynamic insertion and deletion of objects is termed as churn. The impact of churn should be as transparent as possible. P2P networks exhibit a high level of self-organization and are able to operate efficiently despite the lack of any prior infrastructure or authority. The philosophy of this model requires that if a node wants to
Table 18.1 Desirable characteristics and performance features of P2P systems.

<table>
<thead>
<tr>
<th>Features</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-organizing</td>
<td>Large combined storage, CPU power, and resources</td>
</tr>
<tr>
<td>Distributed control</td>
<td>Fast search for machines and data objects</td>
</tr>
<tr>
<td>Role symmetry for nodes</td>
<td>Scalable</td>
</tr>
<tr>
<td>Anonymity</td>
<td>Efficient management of churn</td>
</tr>
<tr>
<td>Naming mechanism</td>
<td>Selection of geographically close servers</td>
</tr>
<tr>
<td>Security, authentication, trust</td>
<td>Redundancy in storage and paths</td>
</tr>
</tbody>
</table>

enjoy the services which other nodes provide, that node should provide service to other nodes. Some desirable features of P2P systems are summarized in Table 18.1.

18.1.1 Napster

One of the earliest popular P2P systems, Napster [25], used a server-mediated central index architecture organized around clusters of servers that store direct indices of the files in the system. The central server maintains a table with the following information of each registered client: (i) the client’s address (IP) and port, and offered bandwidth, and (ii) information about the files that the client can allow to share. The basic steps of operation to search for content and to determine a node from which to download the content are the following:

1. A client connects to a meta-server that assigns a lightly loaded server from one of the close-by clusters of servers to process the client’s query.
2. The client connects to the assigned server and forwards its query along with its own identity.
3. The server responds to the client with information about the users connected to it and the files they are sharing.
4. On receiving the response from the server, the client chooses one of the users from whom to download a desired file. The address to enable the P2P connection between the client and the selected user is provided by the server to the client.

Users are generally anonymous to each other. The directory serves to provide the mapping from a particular host that contains the required content, to the IP address needed to download from it.

18.1.2 Application layer overlays

A core mechanism in P2P networks is searching for data, and this mechanism depends on how (i) the data, and (ii) the network, are organized. Search algorithms for P2P networks tend to be data-centric, as opposed to the host-centric algorithms for traditional networks. P2P search uses the P2P overlay, which
Data indexing and overlays is a logical graph among the peers that is used for the object search and object storage and management algorithms. Note that above the P2P overlay is the application layer overlay, where communication between peers is point-to-point (representing a logical all-to-all connectivity) once a connection is established.

The P2P overlay can be *structured* (e.g., hypercubes, meshes, butterfly networks, de Bruijn graphs) or *unstructured*, i.e., no particular graph structure is used. Structured overlays use some rigid organizational principles based on the properties of the P2P overlay graph structure, for the object storage algorithms and the object search algorithms. Unstructured overlays use very loose guidelines for object storage. As there is no definite structure to the overlay graph, the search mechanisms are more “ad-hoc,” and typically use some forms of *flooding* or *random walk* strategies. Thus, object storage and search strategies are intricately linked to the overlay structure as well as to the data organization mechanisms.

### 18.2 Data indexing and overlays

The data in a P2P network is identified by using indexing. Data indexing allows the physical data independence from the applications. Indexing mechanisms can be classified as being *centralized*, *local*, or *distributed*:

- **Centralized indexing** entails the use of one or a few central servers to store references (indexes) to the data on many peers. The DNS lookup as well as the lookup by some early P2P networks such as Napster used a central directory lookup.

- **Distributed indexing** involves the indexes to the objects at various peers being scattered across other peers throughout the P2P network. In order to access the indexes, a structure is used in the P2P overlay to access the indexes. Distributed indexing is the most challenging of the indexing schemes, and many novel mechanisms have been proposed, most notably the *distributed hash table (DHT)*. Various DHT schemes differ in the hash mapping, search algorithms, diameter for lookup, search diameter, fault-tolerance, and resilience to churn.

  A typical DHT uses a flat key space to associate the mapping between network nodes and data objects/files/values. Specifically, the node address is mapped to a logical identifier in the key space using a consistent hash function. The data object/file/value is also mapped to the same key space using hashing. These mappings are illustrated in Figure 18.1.

- **Local indexing** requires each peer to index only the local data objects and remote objects need to be searched for. This form of indexing is typically used in unstructured overlays in conjunction with flooding search or random walk search. Gnutella uses local indexing.
An alternate way to classify indexing mechanisms is as being a *semantic index mechanism* or a *semantic-free* index mechanism. A semantic index is human readable, for example, a document name, a keyword, or a database key. A semantic-free index is not human readable and typically corresponds to the index obtained by a hash mechanism, e.g., the DHT schemes. A semantic index mechanism supports keyword searches, range searches, and approximate searches, whereas these searches are not supported by semantic-free index mechanisms.

### 18.2.1 Distributed indexing

**Structured overlays**

The P2P network topology has a definite structure, and the placement of files or data in this network is highly deterministic as per some algorithmic mapping. (The placement of files can sometimes be “loose,” as in some earlier P2P systems like Freenet, where “hints” are used.) The objective of such a deterministic mapping is to allow a very fast and deterministic lookup to satisfy queries for the data. These systems are termed as *lookup systems* and typically use a hash table interface for the mapping. The hash function, which efficiently maps *keys* to *values*, in conjunction with the regular structure of the overlay, allows fast search for the location of the file.

An implicit characteristic of such a deterministic mapping of a file to a location is that the mapping can be based on a single characteristic of the file (such as its name, its length, or more generally some *predetermined* function computed on the file). A disadvantage of such a mapping is that arbitrary queries, such as range queries, attribute queries and exact keyword queries cannot be handled directly.

Another implicit effect of the tight coupling of the regular overlay structure and the rigid mapping function to enable fast access is that file insertions and deletions incur some overhead which may be nontrivial under churn.
Unstructured overlays
The P2P network topology does not have any particular controlled structure, nor is there any control over where files/data is placed. Each peer typically indexes only its local data objects, hence, local indexing is used. Node joins and departures are easy – the local overlay is simply adjusted. File placement is not governed by the topology. Search for a file may entail high message overhead and high delays. However, complex queries are supported because the search criteria can be arbitrary.

Although the P2P network topology does not have any controlled structure, some topologies naturally emerge. The following topologies are common and will be studied in later sections:

- **Power law random graph** (PLRG) This is a random graph where the node degrees follow the power law. Here, if the nodes are ranked in terms of their degree, then the $i$th node has $c/i^\alpha$ neighbors, where $c$ is a constant.

- **Normal random graph** This is a normal random graph where the nodes typically have a uniform degree.

We study search in unstructured overlay networks in the next section.

### 18.3 Unstructured overlays

#### 18.3.1 Unstructured overlays: properties

Unstructured overlays have the serious disadvantage that queries may take a long time to find a file or may be unsuccessful even if the queried object exists. The message overhead of a query search may also be high.

The following are the main advantages of unstructured overlays such as the one used by Gnutella:

- Exact keyword queries, range queries, attribute-based queries, and other complex queries can be supported because the search query can capture the semantics of the data being sought; and the indexing of the files and data is not bound to any non-semantic structure.

- Unstructured overlays can accommodate high churn, i.e., the rapid joining and departure of many nodes without affecting performance.

The following are advantages of unstructured overlays if certain conditions are satisfied:

- Unstructured overlays are efficient when there is some degree of data replication in the network.
- Users are satisfied with a best-effort search.
- The network is not so large as to lead to scalability problems during the search process.
18.3.2 Gnutella

Gnutella uses a fully decentralized architecture [16, 17]. In Gnutella logical overlays, nodes index only their local content. The actual overlay topology can be arbitrary as nodes join and leave randomly. A node joins the Gnutella network by forming a connection to some nodes found in standard Gnutella directory-like databases. (Note that the function of joining the network cannot be said to be fully decentralized.) Users communicate with each other, performing the role of both server and client, termed as servent. The following are the main message types used by Gnutella:

- **Ping** messages are used to discover hosts, and allow a new host to announce itself.
- **Pong** messages are the responses to Pings. The Pong messages indicate the port and (IP) address of the responder, and some information about the amount of data (the number and size of files) that node can make available.
- **Query** messages. The search strategy used is flooding. Query messages contain a search string and the minimum download speed required of the potential responder, and are flooded in the network.
- **QueryHit** messages are sent as responses if a node receiving a Query detects a local match in response to a query. A QueryHit contains the port and address (IP), speed, the number of files found, and related information. The path traced by a Query is recorded in the message, so the QueryHit follows the same path in reverse.

18.3.3 Search in Gnutella and unstructured overlays

Consider a system with \(n\) nodes and \(m\) objects. Let \(q_i\) be the popularity of object \(i\), as measured by the fraction of all queries that are queries for object \(i\). All objects may be equally popular, or more realistically, a Zipf-like power law distribution of popularity exists. Thus [23],

\[
\sum_{i=1}^{m} q_i = 1, \quad \text{(18.1)}
\]

uniform: \(q_i = 1/m\); Zipf-like: \(q_i \propto i^{-\alpha}\). \quad \text{(18.2)}

Let \(r_i\) be the number of replicas of object \(i\), and let \(p_i\) be the fraction of all objects that are replicas of \(i\). Three static replication strategies are: uniform, proportional, and square root. Thus,

\[
\sum_{i=1}^{m} r_i = R; \quad \quad p_i = r_i/R, \quad \text{(18.3)}
\]

uniform: \(r_i = R/m\); proportional: \(r_i \propto p_i\); square-root: \(r_i \propto \sqrt{q_i}\). \quad \text{(18.4)}
Under uniform replication, all objects have an equal number of replicas and hence the performance for all query rates is the same. With a uniform query rate, proportional and square-root replication schemes reduce to the uniform replication scheme.

For an object search, some of the more popular metrics of efficiency are:

- the probability of success of finding the queried object;
- delay or the number of hops in finding an object;
- the number of messages processed by each node in a search;
- node coverage, the fraction of (distinct) nodes visited;
- message duplication, which is \((\text{#messages} - \text{#nodes visited})/\text{#messages}\);
- maximum number of messages at a node;
- recall, the number of objects found satisfying the desired search criteria. This metric is useful for keyword, inexact, and range queries;
- message efficiency, which is the recall per message used.

Guided versus unguided search

In unguided or blind search, there is no history of earlier searches, and hence, each search is inherently independent. In guided search, nodes store some history of past searches to aid future searches. Various mechanisms for caching hints to guide and narrow down future searches are used. In this chapter, we focus on unguided searches in the context of unstructured overlays.

Search strategies

Flooding \cite{23}

- In order to curtail the high message overhead that flooding introduces, the initial strategy was to use checking. Here, a node checks back with the query originator before forwarding a query. Unfortunately, this cause heavy load on the originator, in addition to excessive delays, and hence is not practical.

- The next approach is to use the time to live (TTL) field or the hop count. However, this does not guarantee that a match can be found for the query even if the object exists in the network, and requires a high value of TTL to have a high degree of success.

- A refinement that allows more control is the expanding ring strategy. A node first floods with a small TTL. If the search is not successful, it starts another flood with a larger TTL, and so on. This strategy is more successful when objects are replicated.

  The expanding ring approach is significantly more successful than the TTL approach, for all replication strategies, and all query distributions, and the cost is only a relatively small increase in delay.

Although the expanding ring is superior to TTL, both are flooding-based strategies and suffer from message duplication.
Random walk
Another strategy to use is that of random walking. Here, a query is randomly forwarded by a node when it is received. Random walk greatly reduces the message overhead but it increases the search latency. Hence, $k$ random walkers can be used. To terminate the $k$ random walkers, a “checking-cum-TTL” strategy is effective. Here, each walker periodically (after a certain number of hops) checks with the query originator whether to terminate; the TTL is used to prevent looping, and is usually set to a large value.

Performance
The performance of searches in unstructured overlays has been studied via simulations and by experiments. The following are some of the relationships of interest, for both flooding and for $k$-random walk (for various values of $k$) for various graph topologies such as the random graph and the PLRG:

- The success rate as a function of the number of message hops, or TTL.
- The number of messages as a function of the number of message hops, or TTL.
- The above metrics as the replication ratio and the replication strategy changes.
- The node coverage, recall, and message efficiency, as a function of the number of hops, or TTL; and as a function of various replication ratios and replication strategies.

Guidelines
- Adaptively determining the termination condition is important. Checking is adaptive whereas TTL is not.
- Message duplication must be minimized, as it represents wasted resources.
- At each step in the search, the number of messages (or number of nodes visited) should not increase by a large amount.

Overall, $k$-random walk performs much better than flooding and is more scalable, for various replication and query distributions, and various graph topologies.

18.3.4 Replication strategies
Cohen and Shenker [12] studied the degree of replication for blind or unguided search in random overlay graphs. The various parameters used to study replication are defined in Table 18.2. Random search is modeled by the following process. A node is repeatedly drawn at random from a bin, examined for a match with the copy of the object, and replaced in the bin, until the object is found. The metric then is the number of nodes drawn (or equivalently, the
Table 18.2 Parameters to study replication.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>number of nodes in the system</td>
</tr>
<tr>
<td>( m )</td>
<td>number of objects in the system</td>
</tr>
<tr>
<td>( q_i )</td>
<td>normalized query rate, where ( \sum_{i=1}^{m} q_i = 1 )</td>
</tr>
<tr>
<td>( r_i )</td>
<td>number of replicas of object ( i )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>capacity (measured as number of objects) per node</td>
</tr>
<tr>
<td>( R )</td>
<td>( n \rho = \sum_{i=1}^{m} r_i ), the total capacity in the system</td>
</tr>
<tr>
<td>( p_i )</td>
<td>( r_i/R ), the population fraction of object ( i ) replicas</td>
</tr>
</tbody>
</table>

number of hops of a random walker) until success. The probability that the object is found on the \( k \)th drawing is:

\[
Pr_i(k) = \frac{r_i}{n} (1 - \frac{r_i}{n})^{k-1}.
\]

The average search size for \( i \), denoted as \( A_i \), is:

\[
A_i = E_{\text{over all } k}(Pr_i(k)) = \sum_{k=1}^{n} \left[ k \frac{r_i}{n} \left(1 - \frac{r_i}{n}\right)^{k-1}\right] \sim \frac{n}{r_i} \quad \text{for large } n. \quad (18.5)
\]

Across the system, the average search size \( A \) is:

\[
\text{average search size } A = \sum_{i=1}^{m} q_i A_i = n \sum_{i} q_i.
\]

Setting \( r_i \) to \( n \) maximizes \( A \), but requires full replication. As resources are constrained, assume that average number of replicas per node is \( \rho = R/n < m \). (It is easy to see that \( R \geq m \geq \rho \).) Substituting for \( n \) with \( R/\rho \) in the equation above, we have:

\[
\text{average search size } A = \frac{R}{\rho} \sum_{i} \frac{q_i}{r_i} = \frac{1}{\rho} \sum_{i} \frac{q_i}{p_i}. \quad (18.7)
\]

The utilization rate \( u_i \) of a replica of object \( i \) is the average rate of requests serviced by a replica of \( i \). With random search, \( u_i = q_i/p_i = R(q_i/r_i) \). Over all replicas of object \( i \), the utilization is simply \( Rq_i \). The average utilization rate over (all copies of) all objects is \( u = \sum_{i=1}^{m} r_i (u_i/R) = \sum_{i=1}^{m} p_i (q_i/p_i) = 1 \). This average is a constant, and independent of the replication scheme. It is desirable to have a low maximum utilization rate in order to distribute the load more uniformly.

The replication problem is formulated as the optimization solution for Eq. (18.7). We assume that all objects are of uniform size. To simplify analysis, we also assume that each object that is queried exists in the system and a search continues until the object is found, i.e., all searches are eventually successful. (In practice, there is a parameter \( L \) – such as TTL – that controls
the maximum search size. Search on insoluble queries continues until this parameter is exceeded. The cost of such queries is \( f_s A + (1 - f_s) L \), where \( f_s \) is the fraction of queries that are soluble.

Two natural replication strategies are uniform and proportional:

- **Uniform**  \( r_i = R/m \), which implies \( p_i = r_i/R = 1/m \).

  The average search size for object \( i \) is \( A_i = n/r_i \). This equals \( R/(\rho r_i) = R/(\rho R/m) = m/\rho \) and is the same for all objects.

  From Eq. (18.7), the average search size \( A_{\text{uniform}} = (1/\rho) \sum_i (q_i/p_i) = 1/\rho \sum_i mq_i = (m/\rho) \).

  The utilization of a replica of \( i \) is \( u_i = q_i/p_i \), which is proportional to the query rate as \( p_i \) is the same for all objects.

  The maximum utilization of a replica of \( i \) is \( \max_i u_i = \max_i (q_i/p_i) = R(q_i/r_i) \), which can vary significantly.

- **Proportional**  \( r_i = Rq_i \), which implies \( p_i = q_i \).

  The average search size for object \( i \) is \( A_i = n/r_i = n/Rp_i = n/(Rq_i) = 1/(\rho q_i) \), which is inversely proportional to the query rate.

  From Eq. (18.7), the average search size \( A_{\text{proportional}} = (1/\rho) \sum_i (q_i/p_i) = (1/\rho) \sum_i 1 = m/\rho \).

  The utilization of a replica of \( i \) is \( u_i = q_i/p_i = 1 \), a constant for all replicas of all objects.

  The maximum utilization of a replica of \( i \) is \( \max_i u_i = \max_i (q_i/p_i) = \max_i (q_i/q_i) = 1 \) for all \( i \).

Both uniform and proportional replication have the same average search size, which is independent of the query distribution. However, objects whose query rates are below the average have lower overhead with uniform replication, while those with query rates larger than the average have lower overhead with proportional replication.

- **Square root**  The optimal replication strategy that minimizes the average search size is the square-root replication, which is defined as having \( p_i = r_i/R \propto \sqrt{q_i}/\sum_j \sqrt{q_j} \), assuming that \( 1/R \leq \sqrt{q_i}/\sum_j \sqrt{q_j} \leq n/R \) for all \( i \).

  The optimality of square-root replication can be seen as follows. Substituting \( 1 - \sum_{i=1}^{m-1} p_i \) for \( p_m \) in the cost function of Eq. (18.7), we have:

  \[
  \text{search size } A_{\text{sq-rt}} = \frac{1}{\rho} \sum_i q_i/p_i = \frac{1}{\rho} \left[ \sum_{i=1}^{m-1} q_i/p_i + q_m \left( 1 - \sum_{i=1}^{m-1} p_i \right) \right].
  \]

  By solving \( ds/dp_i = 0 \), the value of \( p_i \) that minimizes \( A_{\text{sq-rt}} \) is seen to be \( p_m \sqrt{q_i/q_m} \).

  Analogous to uniform and proportional replications, the values of \( A, A_i, \) and \( u_i \) for square-root replication can be derived. Exercise 18.1 asks you to show the derivations. The results are summarized in Table 18.3. It can be seen that to minimize \( A \), \( r_i = R \sqrt{q_i}/\sum_j \sqrt{q_j} \).
Table 18.3 Comparison of uniform, proportional, and square-root replication [23].

<table>
<thead>
<tr>
<th>replication type</th>
<th>( r_i )</th>
<th>( A )</th>
<th>( A_i = n/r_i )</th>
<th>( u_i = Rq_i/r_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>constant, ( R/m )</td>
<td>( m/\rho )</td>
<td>( m/\rho )</td>
<td>( q_i m )</td>
</tr>
<tr>
<td>Proportional</td>
<td>( q_i R )</td>
<td>( m/\rho )</td>
<td>( 1/(\rho q_i) )</td>
<td>1</td>
</tr>
<tr>
<td>Square-root</td>
<td>( R\sqrt{q_i}/\sum_j \sqrt{q_j} )</td>
<td>( (\sum_i \sqrt{q_i})^2/\rho )</td>
<td>( \Sigma_j \sqrt{q_j}/\rho )</td>
<td>( \sqrt{q_i} \sum_j \sqrt{q_j} )</td>
</tr>
</tbody>
</table>

The square-root replication rate (\( \propto \sqrt{q_i} \)) is more than that of uniform (\( \propto 1 \)), but less than that of proportional (\( \propto q_i \)). It has been shown that:

- any allocation rate “in between” that of uniform and of proportional has a lower average search size \( A \) than that of uniform and proportional;
- any allocation rate either less than that of uniform, or greater than that of proportional has a higher average search size \( A \) than that of uniform and proportional.

### 18.3.5 Implementing replication strategies

Proportional and uniform can be trivially implemented. For proportional, each query creates a copy; for uniform, a fixed number of copies are made when an object is created [12].

The simple “path replication” scheme, wherein the number of copies made is proportional to the length of the (successful) search path, implements square-root replication. Here object \( i \) is replicated \( c(n/r_i) \) times per query, where \( c \) is some constant. Then \( r_i \) can be captured by the following equation:

\[
\frac{dr_i}{dt} = q_c c(n/r_i).
\]

Let \( a = \ln(r_i/r_j) \), then:

\[
\frac{da}{dt} = cn \left( \frac{q_j}{r_j^2} - \frac{q_i}{r_i^2} \right) = \frac{1}{r_j} \frac{dr_j}{dt} - \frac{1}{r_i} \frac{dr_i}{dt}.
\]

Square-root replication, wherein \( r_i = (R/\sum \sqrt{q_i}) \sqrt{q_i} \), is a fixed-point solution of this equation. Therefore, path replication implements square-root replication.

The analysis implicitly assumes that replicas also get deleted, in a way that is independent of their object identity or query rate, and the lifetime of a replica is a non-decreasing function of its age. (Policies such as random and FIFO satisfy this condition, but LRU and LFU do not.) Then, during steady state, the creation rate can equal the deletion rate.

An alternate way of analyzing replication schemes is as follows. Let \( C \) be the number of replicas created on a successful query; \( \overline{C} \) is its average. Then, in steady state,

\[
\frac{P_i}{P_j} = \frac{q_i \overline{C}_i}{q_j \overline{C}_j}.
\]
To implement distributed algorithms for various replication policies, it is necessary to determine $C_i$ locally without knowing $p_i$ or $q_i$:

- For proportional replication, $C$ is the same for all objects.
- For square-root replication, if $C_i \propto 1/\sqrt{q_i}$, then $p_i/p_j = \sqrt{q_i/q_j}$, by substituting in Eq. (18.8).

As $A_i \propto nR/p_i$ and $p_i \propto q_i C_i$, therefore $A_i \propto 1/(q_i C_i)$.

With path replication, $C_i \propto A_i$, hence $C_i \propto A_i \propto 1/(q_i C_i)$.

In steady state, $A_i$ and $C_i$ are equal. Solving $C_i \propto 1/(q_i C_i)$ for the fixed point, $C_i \propto 1/\sqrt{q_i}$. As $p_i \propto q_i C_i$ when $C_i$ is steady, this gives $p_i \propto \sqrt{q_i}$. In a practical implementation, it needs to be ensured that convergence occurs once steady state sets in.

### 18.4 Chord distributed hash table

#### 18.4.1 Overview

The Chord protocol, proposed by Stoica et al. [32], uses a flat key space to associate the mapping between network nodes and data objects/files/values. The node address as well as the data object/file/value is mapped to a logical identifier in the common key space using a consistent hash function. These mappings are illustrated in Figure 18.1. Both these mappings should ensure that the keys are distributed roughly equally among the nodes. This also insures that with high probability, the overhead of key management when nodes join or leave the P2P network is low. Specifically, when a node joins or leaves the network having $n$ nodes, only $O(1/n)$ keys need to be moved from one location to another.

The Chord key space is flat, thus giving applications flexibility in mapping their files/data to keys. Chord supports a single operation, $\text{lookup}(x)$, which maps a given key $x$ to a network node. Specifically, Chord stores a file/object/value at the node to which the file/object/value’s key maps. Two steps are involved:

1. Map the object/file/value to its key in the common address space.
2. Map the key to the node in its native address space using $\text{lookup}$. The design of $\text{lookup}$ is the main challenge.

In Chord, a node’s IP address is hashed to an $m$-bit identifier that serves as the node identifier in the common key (identifier) space. Similarly, the file/data key is hashed to an $m$-bit identifier that serves as the key identifier. $m$ is sufficiently large so that the probability of collisions during the hash is negligible. The Chord overlay uses a logical ring of size $2^m$. The identifier space is ordered on the logical ring modulo $2^m$. Henceforth in this section, we will assume modulo $2^m$ arithmetic. A key $k$ gets assigned to the first node such that its node identifier equals or follows the key identifier of $k$ in the
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Figure 18.2 An example Chord ring with \( m = 7 \), showing mappings to the Chord address space, and a query lookup using a simple scheme [32].

A Chord ring for \( m = 7 \) is depicted in Figure 18.2. Nodes N5, N18, N23, N28, N63, N73, N99, N104, N115, and N119 are shown. Six keys, K8, K15, K28, K53, K87, and K121, are stored among these nodes as follows: \( \text{succ}(8) = 18, \text{succ}(15) = 18, \text{succ}(28) = 28, \text{succ}(53) = 63, \text{succ}(87) = 99, \) and \( \text{succ}(121) = 5 \).

18.4.2 Simple lookup

A simple key lookup algorithm that requires each node to store only 1 entry in its routing table works as follows. Each node tracks its successor on the ring, in the variable \( \text{successor} \); a query for key \( x \) is forwarded to the successors of nodes until it reaches the first node such that that node’s identifier \( y \) is greater than the key \( x \), modulo \( 2^m \). The result, which includes the IP address of the node with key \( y \), is returned to the querying node along the reverse of the path that was followed by the query. This mechanism requires \( O(1) \) local space but \( O(n) \) hops, where \( n \) is the number of nodes in the P2P network. The pseudo-code for this simple lookup is given in Algorithm 18.1. The following convention is assumed. Notation \( (x, y] \) represents the left-open right-closed segment of the Chord logical ring modulo \( m \). Notation \( x.Proc() \) is a RPC to execute \( Proc \) on node \( x \) while \( x.var \) is a RPC to read the variable \( var \) at process \( x \).

Example The steps for the query: lookup(K8) initiated at node 28, are shown in Figure 18.2 using arrows.
(variables)
integer: successor $\leftarrow$ initial value;

(1) $i$.Locate_Successor(key), where $key \neq i$:
(1a) if $key \in (i, \text{successor})$ then
(1b) return(successor)
(1c) else return (successor.Locate_Successor(key)).

Algorithm 18.1 A simple object location algorithm in Chord at node $i$. [32]

18.4.3 Scalable lookup

A scalable lookup algorithm that uses $O(\log n)$ message hops at the cost of $O(m)$ space in the local routing tables, uses the following idea. Each node $i$ maintains a routing table, called the finger table, with at most $O(\log n)$ distinct entries, such that the $x$th entry ($1 \leq x \leq m$) is the node identifier of the node $\text{succ}(i + 2^{x-1})$. This is denoted by $i.\text{finger}[x] = \text{succ}(i + 2^{x-1})$. This is the first node whose key is greater than the key of node $i$ by at least $2^{x-1} \mod 2^m$. Note that each finger table entry would have to contain the IP address and port number in addition to the node identifier, in order that $i$ can communicate with $i.\text{finger}[x]$; henceforth we will assume this implicitly without showing these entries.

The size of the finger table is bounded by $m$ entries. Due to the logarithmic structure, the finger table has more information about nodes closer ahead of it in the Chord overlay, than about nodes further away. Given any key whose node is to be located, the highly scalable logarithmic search shown in Algorithm 18.2 is used. For a query on key $key$ at node $i$, if $key$ lies between

(variables)
integer: successor $\leftarrow$ initial value;
integer: predecessor $\leftarrow$ initial value;
integer finger\[1 \ldots m\];
(1) $i$.Locate_Successor(key), where $key \neq i$:
(1a) if $key \in (i, \text{successor})$ then
(1b) return(successor)
(1c) else
(1d) $j \leftarrow \text{Closest_Preceding_Node}(key)$;
(1e) return (j.Locate_Successor(key)).
(2) $i$.Closest_Preceding_Node(key), where $key \neq i$:
(2a) for count = $m$ down to 1 do
(2b) if $\text{finger}[\text{count}] \in (i, key)$ then
(2c) break();
(2d) return($\text{finger}[\text{count}]$).

Algorithm 18.2 A scalable object location algorithm in Chord at node $i$. [32]
Figure 18.3 An example showing a query lookup using the logarithmically-structured finger tables [32].

i and its successor, the key would reside at the successor and the successor’s address is returned. If key lies beyond the successor, then node i searches through the m entries in its finger table to identify the node j such that j most immediately precedes key, among all the entries in the finger table. As j is the closest known node that precedes key, j is most likely to have the most information on locating key, i.e., locating the immediate successor node to which key has been mapped.

Example The use of the finger tables in answering the query lookup(K8) at node N28 is illustrated in Figure 18.3. The finger tables of N28, N99, and N5 that are used are shown.

18.4.4 Managing Churn

The code to manage dynamic node joins, departures, and failures is given in Algorithm 18.3.

Node joins
To create a new ring, a node i executes Create_New_Ring which creates a ring with the singleton node. To join a ring that contains some node j, node i invokes Join_Ring(j). Node j locates i’s successor on the logical ring and informs i of its successor. Before i can participate in the P2P exchanges, several actions need to happen: i’s successor needs to update its predecessor
Algorithm 18.3 Managing churn in Chord. Code shown is for node $i$ [32].

entry to $i$, $i$’s predecessor needs to revise its successor field to $i$, $i$ needs to identify its predecessor, the finger table at $i$ needs to be built, and the finger tables of all nodes need to be updated to account for $i$’s presence. This is achieved by procedures Stabilize(), Fix_Fingers(), and Check_Predecessor() that are periodically invoked by each node.

Figure 18.4 illustrates the main steps of the joining process. A recent joiner node $i$ that has executed Join_Ring() gets integrated into the ring by the following sequence:
1. The configuration after a recent joiner node $i$ has executed $\text{Join\_Ring}(\cdot)$.  
2. Node $i$ executes $\text{Stabilize}(\cdot)$, which allows its successor $j$ to adjust $j$’s variable $\text{predecessor}$ to $i$. Specifically, when node $i$ invokes $\text{Stabilize}(\cdot)$, it identifies the successor’s predecessor $k$. If $k \in (i, \text{successor})$, then $i$ updates its $\text{successor}$ to $k$. In either case, $i$ notifies its successor of itself via $\text{successor}.\text{Notify}(i)$, so the successor has a chance to adjust its $\text{predecessor}$ variable to $i$.

3. The earlier predecessor $k$ of $j$ (i.e., the predecessor in Step 1) executes $\text{Stabilize}(\cdot)$ and adjusts its $\text{successor}$ pointer from $j$ to $i$.

4. Node $i$ executes $\text{Fix\_Fingers}(\cdot)$ to build its finger table, and other nodes also execute the procedure to update their finger tables if necessary.

Once all the successor variables and finger tables have stabilized, a call by any node to $\text{Locate\_Successor}(\cdot)$ will reflect the new joiner $i$. Until then, a call to $\text{Locate\_Successor}(\cdot)$ may result in the $\text{Locate\_Successor}(\cdot)$ call performing a conservative scan. The loop in $\text{Closest\_Preceding\_Node}$ that scans the finger table will result in a search traversal using smaller hops rather than truly logarithmic hops, resulting in some inefficiency. Still, the node $i$ will be located although via more hops.

Showing the correctness of the Chord protocol in the face of concurrent join operations and stabilize operations in which pointers are being rewired is non-trivial. It can be shown that for any set of concurrent join operations, at some point after the last join operation completes, all the pointers and finger tables will be correct. However, in the transient period before the Chord ring stabilizes, an object search can result in three outcomes:

- The finger tables used in a search are up to date and the correct successor of the key is sought in $O(\log n)$ hops.
The finger tables are not up to date but the successor pointers are correct. The sought key will be located but may take more steps as the full advantage of a logarithmic search space pruning cannot be used.

- If the successor pointers are incorrect, or the key transfer to the new joiners in procedure \textit{Notify} has not completed, the search may fail. This is during a transient duration, and the source has the choice of reissuing the query.

**Node failures and departures**

When a node \( j \) fails abruptly, its successor \( i \) on the ring will discover the failure when the successor \( i \) executes \textit{Check\_Predecessor()} periodically. Process \( i \) gets a chance to update its \textit{predecessor} field when another node \( k \) causes \( i \) to execute \textit{Notify(}\text{)}\textit{)}\. But that can happen only if \( k \)’s \textit{successor} variable is \( i \). This requires the predecessor of the failed node to recognize that its successor has failed, and get a new functioning successor. In fact, the successor pointers are required for object search; the predecessor variables are required only to accommodate new joiners. Note from Algorithm 18.2 that knowing that the successor is functional, and that the nodes pointed to by the finger pointers are functional, is essential.

**Example** In Figure 18.3, assume that node N63 fails. The closest successor that node N28 can find via the finger table is N99. N73 cannot be detected, and keys K64 through K73 will effectively be lost.

A solution such as introducing a \textit{Check\_Successor()} procedure analogous to \textit{Check\_Predecessor()} procedure will not solve the problem because it does not help to identify the functional successor. The Chord protocol proposes that, rather than maintain a single successor, each node maintains a list of \( \alpha \) successors, which are the node’s first \( \alpha \) successors. If the first successor does not respond, the node can try the next successor from the list, and so on. Only the simultaneous failure of all the \( \alpha \) successors can then cause the protocol to fail. Maintaining a list of successors requires some changes to the code in Algorithm 18.3. Exercise 18.2 asks you to adapt this code to the changes required for maintaining successor lists.

The provision for a successor list at each node provides a natural mechanism for the application to manage replicated objects. The replicas get placed at the node corresponding to the object key, as well as at the nodes in the successor list of that node. As Chord is able to update its successor list as the successor list changes, Chord can also interface with the application to let it track the locations of the replicas.

A voluntary departure from the ring can be treated as a failure. However, a failed node causes all the data (keys) stored at that node to be lost until corrective action is taken. When a node departs voluntarily, it should first transfer all the keys it is responsible for to its successor. The departing node should also inform its successor and predecessor. This will enable the successor to update its predecessor to the predecessor of the departing node.
The predecessor will also be able to update its successor list by deleting the departing node and adding the last successor of the departing node’s successor list to its own successor list.

18.4.5 Complexity

The following results on the complexity have a non-trivial correctness proof and interested readers should consult the Chord papers for the proofs.

1. For a Chord network with \( n \) nodes, each node is responsible for at most \((1 + \epsilon)K/n\) keys, with “high probability,” where \( K \) is the total number of keys.

   Using consistent hashing, \( \epsilon \) can be shown to be bounded by \( O(\log n) \).

   The “high probability” clause is required because the validity of the result depends on the randomness and conflict-free mappings of the hash function used.

2. The search for a successor in \( \text{Locate}_\text{Successor} \) in a Chord network with \( n \) nodes requires time complexity \( O(\log n) \) with high probability.

   This result is based on the observation that assuming completely random distributions of the key mappings and node mappings, after \( 2\log n \) hops, the distance between the key being searched for and the present node that the query has reached is at most \( 1/n \).

3. The size of the finger table is \( \log(\sqrt{n}) \leq m \).

4. The average lookup time is \( 1/2\log(n) \).

Exercises 18.2 and 18.3, based on the Chord papers, ask you to prove further results about the complexity under churn conditions.

18.5 Content addressible networks (CAN)

18.5.1 Overview

A content-addressible network (CAN) is essentially an indexing mechanism that maps objects to their locations in the network. The CAN project originated from the observation that the bottleneck to designing a scalable P2P network is this indexing mechanism. An efficient and scalable CAN is useful not only for object location in P2P networks, but also for large-scale storage management systems and wide-area name resolution services that decouple name resolution and the naming scheme. All these applications inherently require efficient and scalable addition of and location of objects using arbitrary location-independent names or keys for the objects.

A CAN supports three basic operations: insertion, search, and deletion of \((\text{key}, \text{value})\) tuples. (A “value” is an object in the context of a CAN.) A good CAN design is distributed, fault-tolerant, scalable, independent of the
naming structure, implementable at the application layer, and autonomic, i.e., self-organizing and self-healing. Although CAN is a generic phrase, it also specifically denotes the particular design of a CAN proposed by Ratnasamy et al. [27]. We now study this particular CAN design.

CAN is a logical $d$-dimensional Cartesian coordinate space organized as a $d$-torus logical topology, i.e., a virtual overlay $d$-dimensional mesh with wrap-around. A two-dimensional torus was shown in Figure 1.5(a) in Chapter 1. The entire space is partitioned dynamically among all the nodes present, so that each node $i$ is assigned a disjoint region $r(i)$ of the space. As nodes arrive, depart, or fail, the set of participating nodes, as well as the assignment of regions to nodes, change.

For any object $v$, its key $k(v)$ is mapped using a deterministic hash function to a point $\vec{p}$ in the Cartesian coordinate space. The $(k, v)$ pair is stored at the node that is presently assigned the region that contains the point $\vec{p}$. In other words, the $(k, v)$ pair is stored at node $i$ if presently the point $\vec{p}$ corresponding to $(k, v)$ lies in region $r(i)$. Analogously, to retrieve object $v$, the same hash function is used to map its key $k$ to the same point $\vec{p}$. The node that is presently assigned the region that contains $\vec{p}$ is accessed (using a CAN routing algorithm) to retrieve $v$. The three core components of a CAN design are the following:

1. Setting up the CAN virtual coordinate space, and partitioning it among the nodes as they join the CAN.
2. Routing in the virtual coordinate space to locate the node that is assigned the region containing $\vec{p}$.
3. Maintaining the CAN due to node departures and failures.

### 18.5.2 CAN initialization

1. Each CAN is assumed to have a unique DNS name that maps to the IP address of one or a few bootstrap nodes of that CAN. A bootstrap node is responsible for tracking a partial list of the nodes that it believes are currently participating in the CAN. These are reasonable assumptions, and perhaps the most “non-distributed” portions of the CAN design.
2. To join a CAN, the joiner node queries a bootstrap node via a DNS lookup, and the bootstrap node replies with the IP addresses of some randomly chosen nodes that it believes are participating in the CAN.
3. The joiner chooses a random point $\vec{p}$ in the coordinate space. The joiner sends a request to one of the nodes in the CAN, of which it learnt in step 2, asking to be assigned a region containing $\vec{p}$. The recipient of the request routes the request to the owner $old\_owner(\vec{p})$ of the region containing $\vec{p}$, using the CAN routing algorithm.
4. The $old\_owner(\vec{p})$ node splits its region in half and assigns one half to the joiner. The region splitting is done using an a priori ordering of all
the dimensions, so as to decide which dimension to split along. This also helps to methodically merge regions, if necessary. The \((k,v)\) tuples for which the key \(k\) now maps to the zone to be transferred to the joiner, are also transferred to the joiner.

5. The joiner learns the IP addresses of its neighbors from \(old\_owner(\vec{p})\). The neighbors are \(old\_owner(\vec{p})\) and a subset of the neighbors of \(old\_owner(\vec{p})\). \(old\_owner(\vec{p})\) also updates its set of neighbors. The new joiner as well as \(old\_owner(\vec{p})\) inform their neighbors of the changes to the space allocation, so that they have correct information about their neighborhood and can route correctly. In fact, each node has to send an immediate update of its assigned region, followed by periodic HEARTBEAT refresh messages, to all its neighbors.

When a node joins a CAN, only the neighboring nodes in the coordinate space are required to participate in the joining process. The overhead is thus of the order of the number of neighbors, which is \(O(d)\) and independent of \(n\), the number of nodes in the CAN.

### 18.5.3 CAN routing

CAN routing uses the straight-line path from the source to the destination in the logical Euclidean space. This routing is realized as follows. Each node maintains a routing table that tracks its neighbor nodes in the logical coordinate space. In \(d\)-dimensional space, nodes \(x\) and \(y\) are neighbors if the coordinate ranges of their regions overlap in \(d-1\) dimensions, and abut in one dimension. All the regions are convex and can be characterized as follows. Let \(region(x) = [[x_{min}^1, x_{max}^1], \ldots, [x_{min}^d, x_{max}^d]]\). Let \(region(y) = [[y_{min}^1, y_{max}^1], \ldots, [y_{min}^d, y_{max}^d]]\). Nodes \(x\) and \(y\) are neighbors if there is some dimension \(j\) such that \(x_{max}^j = y_{min}^j\) and for all other dimensions \(i\), \([x_{min}^i, x_{max}^i]\) and \([y_{min}^i, y_{max}^i]\) overlap. An example of neighbouring nodes in two-dimensional space is shown in Figure 18.5.

![Figure 18.5 Two-dimensional CAN space. Seven regions are shown. The dashed arrows show the routing from node 2 to the coordinate \(\vec{p}\) shown by the shaded circle [27].](image-url)
The routing table at each node tracks the IP address and the virtual coordinate region of each neighbor. To locate value \( v \), its key \( k(v) \) is mapped to a point \( \bar{p} \) whose coordinates are used in the message header. Knowing the neighbors’ region coordinates, each node follows simple greedy routing by forwarding the message to that neighbor having coordinates that are closest to the destination’s coordinates. To implement greedy routing to a destination node \( x \), the present node routes a message to that neighbor among the neighbors \( k \in \text{Neighbors} \), given by

\[
\text{argmin}_{k \in \text{Neighbors}} \left[ \min |\bar{x} - \bar{k}| \right].
\]

Here, \( \bar{x} \) and \( \bar{k} \) are the coordinates of nodes \( x \) and \( k \).

Assuming equal-sized zones in \( d \)-dimensional space, the average number of neighbors for a node is \( O(d) \). The average path length is \( (d/4) \cdot n^{1/d} \). The implication on scaling is that each node has about the same number of neighbors and needs to maintain about the same amount of state information, irrespective of the total number of nodes participating in the CAN. In this respect, the CAN structure is superior to that of Chord. Also note that unlike in Chord, there are typically many paths for any given source-destination pair. This greatly helps for fault-tolerance. Average path length in CAN scales as \( O(n^{1/d}) \) as opposed to \( \log n \) for Chord.

### 18.5.4 CAN maintainence

When a node voluntarily departs from CAN, it hands over its region and the associated database of \((key, value)\) tuples to one of its neighbors. The neighbor is chosen as follows. If the node’s region can be merged with that of one of its neighbors to form a valid convex region, then such a neighbor is chosen. Otherwise the node’s region is handed over to the neighbor whose region has the smallest volume or load – the regions are not merged and the neighbor handles both zones temporarily until a periodic background region reassignment process runs to integrate the regions and prevent further fragmentation.

CAN requires each node to periodically send a HEARTBEAT update message to each neighbor, giving its assigned region coordinates, the list of its neighbors, and their assigned region coordinates. When a node dies, the neighbors suspect its death and initiate a TAKEOVER protocol to decide who will take over the crashed node’s region. Despite this TAKEOVER protocol, the \((key, value)\) tuples in the crashed node’s database remain lost until the primary sources of those tuples refresh the tuples. Requiring the primary sources to periodically issue such refreshes also serves the dual purpose of updating stale (dirty) objects in the CAN.

The TAKEOVER protocol is as follows. When a node suspects that a neighbor has died, it starts a timer in proportion to its region’s volume.
On timeout, it sends a TAKEOVER message, with its region volume piggybacked on the message, to all the neighbors of the suspected failed node. When a TAKEOVER message is received, a node cancels its bid to take over the failed node’s region if the received TAKEOVER message contains a smaller region volume than that of the recipient’s region. This protocol thus helps in load balancing by choosing the neighbor whose region volume is the smallest, to take over the failed node’s region. As all nodes initiate the TAKEOVER protocol, the node taking over also discovers its neighbors and vica versa. In the case of multiple concurrent node failures in one vicinity of the Cartesian space (this is rare), a more complex protocol using a expanding ring search for the TAKEOVER messages can be used.

A graceful departure as well as a failure can result in a neighbor holding more than one region if its region cannot be merged with that of the departed or failed node. To prevent the resulting fragmentation and restore the 1 → 1 node to region assignment, there is a background reassignment algorithm that is run periodically. Conceptually, consider a binary tree whose root represents the entire space. An internal node represents a region that existed earlier but is now split into regions represented by its children nodes. A leaf represents a currently existing region, and (overloading the semantics and the notation), also the node that represents that region.

When a leaf node \( x \) fails or departs, there are two cases:

1. If its sibling node \( y \) is also a leaf, then the regions of \( x \) and \( y \) are merged and assigned to \( y \). The region corresponding to the parent of \( x \) and \( y \) becomes a leaf and it is assigned to node \( y \).
2. If the sibling node \( y \) is not a leaf, run a depth-first search in the subtree rooted at \( y \) until a pair of sibling leaves (say, \( z_1 \) and \( z_2 \)) is found. Merge the regions of \( z_1 \) and \( z_2 \), making their parent \( z \) a leaf node, assign the merged region to node \( z_2 \), and the region of \( x \) is assigned to node \( z_1 \).

Figure 18.6 illustrates this reassignment. If node 2 fails, its region is assigned to node 3. If node 7 fails, regions 5 and 6 get merged and assigned to node 5 whereas node 6 is assigned the region of the failed node 7.

A distributed version of the above depth-first centralized tree traversal can be performed by the neighbors of a departed node. The distributed traversal leverages the fact that when a region is split, it is done in accordance to a
particular ordering on the dimensions. Node $i$ performs its part of the depth-first traversal (initiated by the node to which the region of the departed node $x$ is assigned in the TAKEOVER protocol) as follows:

1. Identify the highest ordered dimension $dim_a$ that has the shortest coordinate range $[t_{\text{min}}, t_{\text{max}}]$. Node $i$’s region was last halved along dimension $dim_a$.
2. Identify neighbor $j$ such that $j$ is assigned the region that was split off from $i$’s region in the last partition along dimension $dim_a$. Node $j$’s region abuts $i$’s region along dimension $dim_a$.
3. If $j$’s region volume equals $i$’s region volume, the two nodes are siblings and the regions can be combined. This is the terminating case of the depth-first tree search for siblings. Node $j$ is assigned the combined region, and node $i$ takes over the region of the departed node $x$. This takeover by node $i$ is done by returning the recursive search request to the originator node, and communicating $i$’s identity on the replies.
4. Otherwise, $j$’s region volume must be smaller than $i$’s region volume. Node $i$ forwards a recursive depth-first search request to $j$.

18.5.5 CAN optimizations

The following design techniques aim to improve one or more of the performance factors: the per-hop latency, the path length, fault tolerance, availability, and load balancing. These techniques typically demonstrate a trade-off.

- **Multiple dimensions** As the path length is $O(d \cdot n^{1/d})$, increasing the number of dimensions decreases the path length and increases routing fault tolerance at the expense of larger state space per node.

- **Multiple realities** A coordinate space is termed as a *reality*. The use of multiple independent realities assigns to each node a different region in each different reality. This implies that in each reality, the same node will store different $(k, v)$ tuples belonging to the region assigned to it in that reality, and will also have a different neighbor set. The data contents $(k, v)$ get replicated in each reality, leading to higher data availability. Furthermore, the multiple copies of each $(k, v)$ tuple, one in each reality, offer a choice – the closest copy can be accessed. Routing fault tolerance also improves because each reality offers a set of different paths to the same $(k, v)$ tuple. All these advantages come at the cost of more storage – for state information for the neighbors in each reality, as well as for the $(k, v)$ tuples mapped to the region allocated to a node in each reality.

- **Delay latency** Rather than using just the Cartesian distance as a metric to make routing decisions, the delay latency (measured using the round-trip time (RTT)) on each of the candidate logical links can also be used in making the routing decision.

- **Overloading coordinate regions** Each region can be shared by multiple nodes, up to some upper limit. This offers several advantages. First, the
path length and path latency get reduced because overloading is equivalent to having fewer nodes in the CAN. Second, the fault tolerance improves because a region becomes empty only if all the nodes assigned to it depart or fail concurrently. Third, the per-hop latency decreases because a node can select the closest node from the neighboring region to forward a message towards the destination. The cost of gaining these advantages is that many of the aspects of the basic CAN protocol need to be reengineered to accommodate overloading of coordinate regions (see Exercise 18.5).

- **Multiple hash functions** The use of multiple hash functions maps each key to different points in the coordinate space. This replicates each \((k, v)\) pair for each hash function used. The effect is similar to that of using multiple realities.

- **Topologically sensitive overlay** The CAN overlay described so far has no correlation to the physical proximity or to the IP addresses of domains. Logical neighbors in the overlay may be geographically far apart, and logically distant nodes may be physical neighbors. By constructing an overlay that accounts for physical proximity in determining logical neighbors, the average query latency can be significantly reduced.

### 18.5.6 CAN complexity

The time overhead for a new joiner is \(O(d)\) for updating the new neighbors in the CAN, and \(O(d/4 \cdot \log(n))\) for routing to the appropriate location in the coordinate space. This is also the overhead in terms of the number of messages. The time overhead and the overhead in terms of the number of messages for a node departure is \(O(d^2)\), because the TAKEOVER protocol uses a message exchange between each pair of neighbors of the departed node. Exercise 18.4 asks you to compute the complexity of the distributed region reassignment protocol.

### 18.6 Tapestry

#### 18.6.1 Overview

The Tapestry P2P overlay network provides efficient scalable location-independent routing to locate objects distributed across the Tapestry nodes [20,21,30,36]. Much of the design is adapted from an earlier design of Plaxton trees [26]. The notable enhancements of Tapestry include dealing with node churn as well as dynamic addition and deletion of objects. As in Chord, nodes as well as objects are assigned identifiers obtained by mapping from their native name spaces to a common large identifier space using a uniformly distributed hash function such as SHA-1. The hashed node identifiers are termed VIDs (the acronym for *virtual i.d.s*) and the hashed object identifiers are termed as GUIDs (acronym for *globally unique i.d.s*). For brevity, a specific
node $v$’s virtual identifier is denoted $v_{id}$ and a specific object $O$’s GUID is denoted $O_G$.

### 18.6.2 Overlay and routing

#### Root and surrogate root

Tapestry uses a common identifier space specified using $m$ bit values. This identifier is typically expressed in hexadecimal notation, i.e., base $b = 16$, and presently Tapestry recommends $m = 160$. Each identifier $O_G$ in this common overlay space is mapped to a set of unique nodes that exists in the network, termed as the identifier’s root set denoted $\mathcal{O}_{GR}$. Typically, $|\mathcal{O}_{GR}|$ is a small constant, and the main purpose of having $|\mathcal{O}_{GR}| > 1$ is to increase fault-tolerance. In our discussion, we assume $|\mathcal{O}_{GR}| = 1$, and refer to a root node of $O_G$ as $O_{GR}$.

If there exists a node $v$ such that $v_{id} = O_{GR}$, then $v$ is the root of identifier $O_G$. If such a node does not exist, then a globally known deterministic rule is used to identify another unique node sharing the largest common prefix with $O_G$, that acts as the surrogate root. To access object $O$, the goal is to reach the root $O_{GR}$ (whether real or surrogate). Routing to $O_{GR}$ is done using distributed routing tables that are constructed using prefix routing information. Prefix routing in Tapestry is somewhat analogous to prefix routing within the telephone network, or to address allocation in the Internet using classless interdomain routing (CIDR). Unlike the telephone numbers or CIDR-assigned IP addresses, Tapestry’s VIDs are in a virtual space without correlation to topology, however, topological information can be used to select nodes that are “close” as per some metric.

#### Prefix routing

Prefix routing at any node to select the next hop is done by increasing the prefix match of the next hop’s VID with the destination $O_{GR}$. Thus, a message destined for $O_{GR} = 62C35$ could be routed along nodes with VIDs 6****, then 62***, then 62C**, then 62C3*, and then to 62C35. Let $M = 2^m$. The routing table at node $v_{id}$ contains $b \cdot \log_b M$ entries, organized in $\log_b M$ levels $i = 1, \ldots, \log_b M$. Each entry is of the form $\langle w_{id}, IP address \rangle$. In level $i$, there are $b$ entries with the following property:

- Each entry denotes some “neighbor” node VIDs with an $(i-1)$-digit prefix match with $v_{id}$ – thus, the entry’s $w_{id}$ matches $v_{id}$ in the $(i-1)$-digit prefix. Further, in level $i$, for each digit $j$ in the chosen base (e.g., 0, 1, \ldots, $E$, $F$ when $b = 16$), there is an entry for which the $i^{th}$ digit position is $j$. Specifically, the $j$th entry (counting from 0) in level $i$ has value $j$ for digit position $i$. Let an $i$ digit prefix of $v_{id}$ be denoted as $prefix(v_{id}, i)$. Then the $j$th entry (counting from 0) in level $i$ begins with an $i$-digit prefix $prefix(v_{id}, i-1) \circ j$. For example, the fifth entry in level 2 at node 9F248 will be 94***, thus having a two-digit prefix “94.”
**Router Table**

The nodes in the router table at \( v_{id} \) are the *neighbors* in the overlay, and these are exactly the nodes with which \( v_{id} \) communicates. A part of the routing mesh at one node is shown in Figure 18.7. For each *forward pointer* from node \( v \) to \( v' \), there is a *backward pointer* from \( v' \) to \( v \). Observe the following regarding the router table construction:

- There is a choice of which entry to add in the router table. For example, the \( j \)th entry in level \( i \) can be the VID of any node whose \( i \)-digit prefix is determined; the \((m - i)\)-digit suffix can vary. The flexibility is useful to select a node that is “close”, as defined by some metric space (e.g., round-trip time). In fact, this choice also allows a more fault-tolerant strategy for routing. Multiple VIDs can be stored in the routing table, as follows. For each prefix \( \beta \) of a node \( v \)’s identifier and for each digit \( j \in \{0, \ldots, b - 1\} \) in the alphabet, define the *neighbor set* \( \mathcal{N}_{\beta,j}^v \) as the set of all nodes whose identifiers share prefix \( \beta \circ j \). The nodes in this neighbor set are also referred to as \((\beta, j)\) neighbors of \( v \). The \( b \) sets, one for each value of \( j \), form the routing table of level \( \lceil \log_b \beta \rceil + 1 \). \( |\mathcal{N}_{\beta,j}^v| \) grows exponentially as \( |\beta| \) decreases, so the size of this set can be limited by a predetermined parameter \( c \). The closest node in each set is the primary neighbor. Thus the size of the routing table is: \( c \cdot b \cdot \log_b M \).

The route from \( v_{id}^0 \) (source) to destination \( j_1 \circ j_2 \cdots \circ j_{\log_b M} \), is via nodes \( v^1, v^2, \ldots, v^{\log_b M} \), where \( v^1 \in \mathcal{N}_{\beta_0,j_1}^{v_{id}} \) (first hop), \( v^2 \in \mathcal{N}_{j_1,j_2}^{v^1} \) (second hop), \( v^3 \in \mathcal{N}_{j_2,j_3}^{v^2} \) (third hop), and so on. The primary neighbor is chosen at each hop. Observe that this provides *location-independent* routing, i.e., irrespective of the source, the same unique root node is reached.

- The \( j \)th entry in level \( i \) may not exist because no node meets the criterion. This is a *hole* in the routing table. Stated more generally, \( |\mathcal{N}_{\beta,j}^v| \) may be 0, signifying a hole for digit \( j \) at level \( |\beta| + 1 \).

*Surrogate routing* can be used to route around holes. If the \( j \)th entry in level \( i \) should be chosen but is missing, route to the next non-empty entry in level \( i \), using wraparound if needed. All the levels from 1 to \( \log_b 2^m \) need to be considered in routing, thus requiring \( \log_b 2^m \) hops. The code for determining the next hop using *NEXT_HOP\((i, O_G)\)* is shown in Algorithm 18.4. This is invoked as *NEXT_HOP\((1, O_G)\)* at the source node. To determine hop \( i \) of the route, the node \( v \) that executes the function has a prefix at least \( i - 1 \) digits in common with \( O_G \).
(variables)

integer $Table[1 \ldots \log_b 2^m, 1 \ldots b]$; // routing table

(1) $NEXT\_HOP(i, O_G = d_1 \circ d_2 \ldots \circ d_{\log_b m})$ executed at node $v_{id}$ to route to $O_G$:
   // $i$ is $(1 + \text{length of longest common prefix})$, also level of the table
(1a) while $Table[i, d_i] = \bot$ do // $d_j$ is $i$th digit of destination
(1b) $d_i \leftarrow (d_i + 1) \mod b$;
(1c) if $Table[i, d_i] = v$ then // node $v$ also acts as next hop
   // (special case)
(1d) return $(NEXT\_HOP(i + 1, O_G))$ // locally examine next digit of
   // destination
(1e) else return$(Table[i, d_i])$. // node $Table[i, d_i]$ is next hop

Algorithm 18.4 Routing in Tapestry [35]. The logic for determining the next hop at a node with node identifier $v$, $1 \leq v \leq n$, based on the $i$th digit of $O_G$, i.e., based on the digit in the $i$th most significant position in $O_G$.

Example An example of routing is shown in Figure 18.8.

Property 1 Surrogate routing leads to a unique root. If the routing were to lead to different nodes $A$ and $B$, let the most significant position in which the digits of $A$ and $B$ differ be $i$. This implies level $i$ routing caused the routing at some nodes $X$ and $Y$ along different digits. However, the first $i$ digits do not change henceforth, and, assuming synchronized routing tables, the holes would be consistent in the tables at $X$ and $Y$. Hence both should route to the same $i$th digit, which is a contradiction. It can now be seen that:

Property 2 For each identifier $v_{id}$, the routing algorithm identifies a unique spanning tree rooted at $v_{id}$.

Figure 18.8 An example of routing from FAB11 to 62C35 [35]. The numbers on the arrows show the level of the routing table used. The dashed arrows show some unused links.
The unique spanning tree used to route to $v_{id}$ is used to publish and locate an object whose unique root identifier $O_{Gr}$ is $v_{id}$. A server $S$ that stores object $O$ having GUID $O_g$ and root $O_{Gr}$ periodically publishes the object by routing a publish message from $S$ towards $O_{Gr}$. At each hop and including the root node $O_{Gr}$, the publish message creates a pointer to the object. Ideally, “each node between $O$ and $O_{Gr}$ must maintain a pointer to $O$ despite churn.” (Note that the publishing is done by each server at which a replica of the object resides, as well as for each GUID of the object. Recall that an object can be assigned multiple GUIDs, each mapping to a different root node, and giving rise to the set of root nodes $O_{Gr}$.) If a node lies on the path from two or more servers storing replicas, that node will store a pointer to each replica, sorted in terms of a distance metric (such as latency from itself). This is the directory information for objects, and is maintained as a soft-state, i.e., it requires periodic updates from the server, to deal with changes and to provide fault-tolerance.

**Example**  An example showing publishing of an object with $O_g = 72EA1$ by two replicas, at 1F329 and C2B40 is shown in Figure 18.9.

To search for an object $O$ with GUID $O_g$, a client sends a query destined for the root $O_{Gr}$. Along the $\log_b 2^m$ hops, if a node finds a pointer to the object residing on server $S$, the node redirects the query directly to $S$. Otherwise, it forwards the query towards the root $O_{Gr}$ which is guaranteed to have the pointer for the location mapping. A query gets redirected directly to the object as soon as the query path overlaps the publish path towards the same root. Each hop towards the root reduces the choice of the selection of its next node by a factor of $b$; hence, the more likely by a factor of $b$ that a query path
and a publish path will meet. Furthermore, as the next hop is chosen based on the network distance metric whenever there is a choice, we also observe that the closer the client is to the server in terms of the distance metric, the more likely that their paths to the object root will meet sooner, and the faster the query will be redirected to the object.

**Example** Consider the object $O_G$ which has identifier 72EA1 and two replicas at 1F329 and C2B40, as shown in Figure 18.9. A query for the object from 094ED will find the object pointer at 7FAB1. A query from 7826C will find the object pointer at 72F11. A query from BCF35 will find the object pointer at 729CC.

### 18.6.4 Node insertion

When nodes join the network, the result should be the same as though the network and the routing tables had been initialized with the nodes as part of the network. The procedure for the insertion of node $X$ should maintain the following property of Tapestry:

**Property 3** For any node $Y$ on the path between a publisher of object $O$ and the root $G_{OR}$, node $Y$ should have a pointer to $O$.

More generally, the insertion should satisfy the following properties:

- Nodes that have a hole in their routing table should be notified if the insertion of node $X$ can fill that hole.
- If $X$ becomes the new root of existing objects, references to those objects should now lead to $X$.
- The routing table for node $X$ must be constructed.
- The nodes near $X$ should include $X$ in their routing tables to perform more efficient routing.

The main steps in node insertion are as follows:

1. Node $X$ uses some gateway node into the Tapestry network to route a message to itself. This leads to its “surrogate,” i.e., the root node with identifier closest to that of itself (which is $X_{id}$). The surrogate $Z$ identifies the length $\alpha$ of the longest common prefix that $Z_{id}$ shares with $X_{id}$.
2. Node $Z$ initiates a MULTICAST-CONVERGECAST on behalf of $X$ by essentially creating a logical spanning tree as follows. Acting as a root, $Z$ contacts all the $(\alpha, j)$ nodes, for all $j \in \{0, 1, \ldots, b - 1\}$ (tree level 1). These are the nodes with prefix $\alpha$ followed by digit $j$. Each such (level 1) node $Z_1$ contacts all the ($prefix(Z_1, |\alpha| + 1), j$) nodes, for all $j \in \{0, 1, \ldots, b - 1\}$ (tree level 2). This continues up to level $\log_b 2^n - |\alpha|$ and completes the MULTICAST. The nodes at this level are the leaves
of the tree, and initiate the CONVERGECAST, which also helps to detect the termination of this phase.

All the nodes contacted fill in any holes in their routing table and, if necessary, transfer any references of pointers that are rooted locally. All these nodes also contact X with their information, so that X can build its routing table from level $|\alpha| + 1$ up to $\log_b 2^m$. All these nodes that contact X have a common prefix of $\alpha$.

To construct the rest of its routing table from levels 1 through $|\alpha|$, node X procures similar lists for successively smaller prefixes until it gets closest b nodes matching the empty prefix. Node X begins with the list of nodes for level $\alpha$, corresponding to the level $l$ of its routing table which is already filled. To construct the level $l - 1$ list, node X contacts all the nodes in the level $l$ list to find out all the level $l - 1$ nodes they know about by asking for both forward pointers and backward pointers. Level $l - 1$ of the routing table is filled in using the $k$ closest nodes from the level $l - 1$ list, for each of the digits $0, \ldots, b - 1$. In this manner, X completes its routing table, and all the nodes contacted in the process can optimize their routing tables by using X if it helps.

The insertion protocols are fairly complex and deal with concurrent insertions.

### 18.6.5 Node deletion

When a node A leaves the Tapestry overlay, the following actions are performed:

1. Node A informs the nodes to which it has (routing) backpointers. It also provides them with replacement entries for each level from its routing table. This is to prevent holes in their routing tables. (The notified neighbors can periodically run the nearest neighbor algorithm to fine-tune their tables.)
2. The servers to which A has object pointers are also notified. The notified servers send object republish messages.
3. During the above steps, node A routes messages to objects rooted at itself to their new roots. On completion of the above steps, node A informs the nodes reachable via its backpointers and forward pointers that it is leaving, and then leaves.

Node failures are handled by using the redundancy that is built in to the routing tables and object location pointers. For example, each routing table entry has up to $c$ neighbors in the neighbor set $\mathcal{N}_v^y$. A node X detects a failure of another node A by using soft-state beacons or when a node sends a message but does not get a response. Node X updates its routing table entry for A with a suitable substitute node, running the nearest neighbor algorithm if necessary. If A’s failure leaves a hole in the routing table of X, then X contacts the suggorate of A in an effort to identify a node to fill the hole. The details of the protocol can be found in the Tapestry papers.
In addition to repairing the routing mesh, the object location pointers also have to be adjusted. Objects rooted at the failed node may be inaccessible until the object is republished. The protocols for doing so essentially have to (i) maintain path availability, and (ii) optionally collect garbage/dangling pointers that would otherwise persist until the next soft-state refresh and timeout.

Overall, experiments have shown that Tapestry continues to perform well with high probability, despite dynamic node insertions and failures.

**Complexity**

- A search for an object is expected to take \((\log_b 2^m)\) hops. However, the routing tables are optimized to identify nearest neighbor hops (as per the space metric). Thus, the latency for each hop is expected to be small, compared to that for CAN and Chord protocols.
- The size of the routing table at each node is \(c \cdot b \cdot \log_b 2^m\), where \(c\) is the constant that limits the size of the neighbor set that is maintained for fault-tolerance.

The larger the Tapestry network, the more efficient is the performance. Hence, it is better that different applications share the same overlay.

**18.7 Some other challenges in P2P system design**

**18.7.1 Fairness: a game theory application**

P2P systems depend on all the nodes cooperating to store objects and allowing other nodes to download from them. However, nodes tend to be selfish in nature; thus there is a tendency to download files without reciprocating by allowing others to download the locally available files. This behavior, termed as *leaching* or *free-riding*, leads to a degradation of the overall P2P system performance. Hence, penalties and incentives should be built in the system to encourage sharing and maximize the benefit to all nodes.

We now examine the classical problem, termed the *prisoners’ dilemma*, from game theory, that has some useful lessons on how selfish agents might cooperate. This problem is an example of a non-zero-sum-game.

In the prisoners’ dilemma, two suspects, A and B, are arrested by the police. There is not enough evidence for a conviction. The police separate the two prisoners, and, separately, offer each the same deal: if the prisoner testifies against (betrays) the other prisoner and the other prisoner remains silent, the betrayer gets freed and the silent accomplice gets a 10-year sentence. If both testify against the other (betray), they each receive a 2-year sentence. If both remain silent, the police can only sentence both to a small 6-month term on a minor offence.
Rational selfish behavior dictates that both A and B would betray the other. This is not a Pareto-optimal solution, where a Pareto-optimal solution is one in which the overall good of all the participants is maximized. In the above example, both A and B staying silent results in a Pareto-optimal solution. The dilemma is that this is not considered the rational behavior of choice.

In the iterative prisoners’ dilemma, the game is played multiple times, until an “equilibrium” is reached. Each player retains memory of the last move of both players (in more general versions, the memory extends to several past moves). After trying out various strategies, both players should converge to the ideal optimal solution of staying silent. This is Pareto-optimal.

The commonly accepted view is that the tit-for-tat strategy, described next, is the best for winning such a game. In the first step, a prisoner cooperates, and in each subsequent step, he reciprocates the action taken by the other party in the immediately preceding step.

The BitTorrent P2P system [11] has adopted the tit-for-tat strategy in deciding whether to allow a download of a file in solving the leaching problem. Here, cooperation is analogous to allowing others to upload local files, and betrayal is analogous to not allowing others to upload. The term choking refers to the refusal to allow uploads. As the interactions in a P2P system are long-lived, as opposed to a one-time decision to cooperate or not, optimistic unchoking is periodically done to unchoke peers that have been choked. This optimistic action roughly corresponds to the re-initiation of the game with the previously choked peer after some time epoch has elapsed.

18.7.2 Trust or reputation management

Various incentive-based economic mechanisms to ensure maximum cooperation among the selfish peers inherently depend on the notion of trust. In a P2P environment where the peer population is highly transient, there is also a need to have trust in the quality of data being downloaded. These requirements have lead to the area of trust and trust management in P2P systems [1, 18, 19]. As no node has a complete view of the other downloads in the P2P system, it may have to contact other nodes to evaluate the trust in particular offerers from which it could download some file. These communication protocol messages for trust management may be susceptible to various forms of malicious attack (such as man-in-the-middle attacks and Sybil attacks), thereby requiring strong security guarantees. The many challenges to tracking trust in a distributed setting include: quantifying trust and using different metrics for trust, how to maintain trust about other peers in the face of collusion, and how to minimize the cost of the trust management protocols.
18.8 Tradeoffs between table storage and route lengths

18.8.1 Unifying DHT protocols

Chord, CAN, and Tapestry are three well-known representative protocols for managing structured P2P overlays. Despite their seeming differences, Xu et al. [34] showed that the routing function they perform can be expressed in a uniform way by generalizing the function of classless interdomain domain routing (CIDR) used by the IP protocol. We assume that all identifiers are in the common address space. We also assume modulo arithmetic.

Routing rule

The next-hop routing to node with identifier dest from the current node with identifier id is as follows.

Let the \( k \) entries in a routing table at a node with identifier id be the tuples \( (S_{id,i}, J_{id,i}) \), for \( 1 \leq i \leq k \). If \( |dest - id| \in \text{range } S_{id,i} \) then route to \( R(id + J_{id,i}) \), where \( R(x) \) is the node responsible for key \( R(x) \).

Clearly, we must have that for distinct \( i \) and \( j \), \( S_{id,i} \cap S_{id,j} = \emptyset \) and \( J_{id,i} \neq J_{id,j} \). Further, \( \bigcup_{1 \leq i \leq k} S_{id,i} \) contains all the keys not stored by node id. When \( S_{id,i} \) and \( J_{id,i} \) are independent of id, as is the case for CAN, Chord, and Tapestry, the subscript id can be deleted.

- **Chord** if \( dest - id \in S_i = [2^{i-1}, 2^i) \) then node id routes to node \( id + J_i \), where \( J_i = 2^{i-1} \).

  This corresponds to looking up the \( i \)th entry in the finger table, as described in Section 18.4.3.

- **CAN** The greedy routing function for CAN was given in Section 18.5.3. Here we assume a simple uniform distribution of nodes in the address space, \( x^d = n \), and that nodes are numbered by an integer in base \( x \), where \( x \) is the number of nodes in each dimension. Routing is assumed to be done dimension by dimension (rather than using greedy routing). Wraparound routing is assumed in each dimension. Then, for each dimension \( i \), the following holds: if \( dest \) and \( id \) differ in dimension \( i \), route to \( i \)'s neighbor in that dimension. Formally,

  If \( dest - id \in (S_i = [x^{i-1}, x^i) \) then route to \( id + J_i \), where \( J_i + id \) is a neighbor node in dimension in \( i - 1 \) and \( J_i = kx^{i-1} \) for some \( k \leq x \).

- **Tapestry** Let \( x = \log_b n, lvl = 1, \ldots, x \) and \( j \in 0, \ldots, b - 1 \). After deleting the longest common prefix between \( id \) and \( dest \), prefix(dest, lvl - 1), from \( dest \), we have suffix(dest, x - lvl + 1). The routing function was described in Section 18.6.2.

  If \( suffix(dest, x - lvl + 1) \in S_{(l_{lvl-1})b+j} = [j \cdot b^{x-l_{lvl+1}}, (j + 1) \cdot b^{x-l_{lvl+1}}) \) then node id routes to node \( prefix(id, lvl - 1) \circ suffix(J_{(l_{lvl-1})b+j}, x - lvl + 1) \), where \( J_{(l_{lvl-1})b+j} \in [j \cdot b^{x-l_{lvl+1}}, (j + 1) \cdot b^{x-l_{lvl+1}}) \).

These routing relationships are summarized in Table 18.4.
Table 18.4 Comparison of representative P2P overlays. $d$ is the number of dimensions in CAN. $b$ is the base in Tapestry [34].

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Chord</th>
<th>CAN</th>
<th>Tapestry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing table size</td>
<td>$k = O(\log_2 n)$</td>
<td>$k = O(d)$</td>
<td>$k = O(\log_2 n)$</td>
</tr>
<tr>
<td>Worst case distance</td>
<td>$O(\log_2 n)$</td>
<td>$O(n^{1/d})$</td>
<td>$O((b - 1) \cdot \log_2 n)$</td>
</tr>
<tr>
<td>$n$, common name space</td>
<td>$2^k$</td>
<td>$x^d$</td>
<td>$b^s$</td>
</tr>
<tr>
<td>$S_i$</td>
<td>$[2^{i-1}, 2^i)$</td>
<td>$[x^{i-1}, x^i)$</td>
<td>$[j \cdot b^{x_i - lvl + 1}, (j + 1) \cdot b^{x_i - lvl + 1}]$</td>
</tr>
<tr>
<td>$J_{i}$</td>
<td>$2^{i-1}$</td>
<td>$kx^{i-1}$</td>
<td>$\text{suffix}(J_{(i-1)h+j}, x - lvl + 1)$</td>
</tr>
</tbody>
</table>

Figure 18.10 Fundamental asymptotic tradeoffs between router table size and network diameter [34].

18.8.2 Bounds on DHT storage and routing distance

Based on Table 18.4, the router table size and network diameter are represented in Figure 18.10. A fundamental question is whether the asymptotic bounds on (routing table size, network diameter as determined by the maximum number of hops) are $(\log_2 n, \Omega(\log_2 n))$ as for Chord and Tapestry, and $(d, \Omega(n^{1/d}))$ as for CAN. Xu et al. [34] used the following definitions to answer this:

- A routing algorithm is **weakly uniform** if for any nodes $id$ and $id'$, the jump sizes $J_{id,i} = J_{id',i}$. Thus, a weakly uniform algorithm requires the corresponding “jump sizes” for any index $i$ to be the same for all nodes, irrespective of the node identifier.
- A routing algorithm is **strongly uniform** if it is weakly uniform and if for any nodes $id$ and $id'$, $S_{id,i} = S_{id',i}$. A strongly uniform algorithm requires all routing tables to also have the same corresponding sizes of the index ranges.
- A network is node-congestion-free (resp., edge-congestion-free) if all nodes (resp., edges) are handling the same average traffic. A network is congestion-free if it is node-congestion-free and edge-congestion-free.
Chord, CAN, and Tapestry are all congestion-free algorithms. A strongly uniform algorithm is node-congestion-free.

The following result has been shown by Xu et al. [34]:

- When the routing algorithms are weakly uniform, $\Omega(\log_2 n)$ and $\Omega(n^{1/d})$ are the lower bounds on the diameter in networks with routing tables of sizes $O(\log n)$ and $d$, respectively. As Chord, CAN, and Tapestry are strongly uniform, they achieve the asymptotic lower bounds in the tradeoff.

### 18.9 Graph structures of complex networks

P2P overlay graphs can have different structures. An intriguing question is to characterize the structure of overlay graphs. This question is a small part of a much wider challenge of how to characterize large networks that grow in a distributed manner without any coordination [4]. Such networks exist in the following:

- Computer science: the WWW graph (WWW), the Internet graph that models individual routers and interconnecting links (INTNET), and the autonomous systems (AS) graph in the Internet.
- Social networks (SOC), the phonecall graph (PHON), the movie actor collaboration graph (ACT), the author collaboration graph (AUTH), and citation networks (CITE).
- Linguistics: the word co-occurrence graph (WORDOCC), and the word synonym graph (WORDSYN).
- The power distribution grid (POWER).
- Nature: in protein folding (PROT), where nodes are proteins and an edge represents that the two proteins bind together, and in substrate graphs for various bacteria and micro-organisms (SUBSTRATE), where nodes are substrates and edges are chemical reactions in which substrates participate.

It is widely intuited that such complex graphs must display some organizational principles that are encoded in their topology in some subtle ways. This has driven research on a unification theory to determine a suitable model in which all such uncontrolled graphs are instantiations.

The first logical attempt to model large networks without any known design principles is to use random graphs. The random graph model, also known as the Erdos–Renyi (ER) model [14], assumes $n$ nodes and a link between each pair of nodes with probability $p$, leading to $n(n-1)p/2$ edges. Many interesting mathematical properties have been shown for random graphs. However, the complex networks encountered in practice are not entirely random, and show some, somewhat intangible, organizational principles.
Three ideas have received much investigative attention in recent times [4]:

- **Small world networks**  Even in very large networks, the path length between any pair of nodes is relatively small. This principle of a “small world” was popularized by sociologist Stanley Milgram by the “six degrees of separation” uncovered between any two people [24].

  As the average distance between any pair of nodes in the ER model grows logarithmically with $n$, the ER graphs are small worlds.

- **Clustering**  Social networks are characterized by cliques. The degree of cliques in a graph can be measured by various clustering coefficients, such as the following. Consider a node $i$ having $k_i$ out-edges. Let $l_i$ be the actual number of edges among the $k_i$ nearest neighbors of $i$. If these $k_i$ nearest neighbors were in a clique, they would have $k_i(k_i - 1)/2$ edges among them. The clustering coefficient for node $i$ is $C_i = 2l_i/(k_i(k_i - 1))$. The network-wide clustering coefficient is the average of all $C_i$s, for all nodes $i$ in the network.

  The random graph model has a clustering coefficient of exactly $p$. As most real networks have a much larger clustering coefficient, this random graph model (ER) is unsatisfactory.

- **Degree distributions**  Let $P(k)$ be the probability that a randomly selected node has $k$ incident edges. In many networks – such as INTER, AS, WWW, SUBST – $P(k) \sim k^{-\gamma}$, i.e., $P(k)$ is distributed with a power-law tail. Such networks that are free of any characteristic scale, i.e., whose degree characterization is independent of $n$, are called **scale-free networks**.

  In a random graph, the degree distribution is Poisson-distributed with a peak of $P(\langle k \rangle)$, where $\langle k \rangle$, which is a function of $n$, is the average degree in the graph. Thus, random graphs are not scale-free. While some real networks have an exponential tail, the actual form of $P(k)$ is still very different from that for a Poisson distribution.

Current empirical measurements show the following properties of some commonly occurring graphs:

- **WWW**  In-degree and out-degree distributions both follow power laws; it is a small world; and is a directed graph, but does show a high clustering coefficient.

- **INTNET**  Degree distributions follow power law; small world; shows clustering.

- **AS**  Degree distributions follow power law; small world; shows clustering.

- **ACT**  Degree distributions follow power law tail; small world (similar path length as ER); shows high clustering.

- **AUTH**  Degree distributions follow power law; small world; shows high clustering.

- **SUBSTRATE**  In-degree and out-degree distributions both follow power laws; small world; large clustering coefficient.
Degree distribution has a power law with exponential cutoff.

In-degree and out-degree distributions both follow power laws.

In-degree follows power law, out-degree has an exponential tail.

Two-regime power-law degree distribution; small world; high clustering coefficient.

Power-law degree distribution; small world; high clustering coefficient.

Degree distribution is exponential.

Efforts on developing models focus on random graphs to model random phenomena, small worlds to interpolate between random graphs and structured clustered lattices, and scale-free graphs to study network dynamics and network evolutions.

18.10 Internet graphs

18.10.1 Basic laws and their definitions

In this section, we consider some properties of the Internet, that demonstrate a power-law behavior as measured empirically. The power law informally implies that large occurrences are very rare, and the frequency of the occurrence increases as the size decreases. Examples pertaining to the Web are: the number of links to a page, the number of pages within a Web location, and the number of accesses to a Web page. We begin by taking the example of the popularity of Websites to illustrate the definitions of three related observed laws [2]: Zipf’s law, the Pareto law, and the Power law:

- **Power law** \( P[X = x] \sim x^{-a} \)

  This law is stated as a probability distribution function (PDF). It says that the number of occurrences of events that equal \( x \) is an inverse power of \( x \).

Figure 18.11(a) and (b) show the typical Power law PDF plots on both linear scales.

**Figure 18.11** The popularity of Websites. (a) Power law showing the PDF using a linear scale. (b) Power law showing the PDF using a log–log scale. (c) Pareto law showing the CDF using a log–log scale. (d) Zipf’s law using a log–log scale [2].
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linear and log–log scales, respectively. In the log–log plot, the slope is \( a \).

In our example, this corresponds to the number of sites that have exactly \( x \) visitors.

- **Pareto law** \( P[X \geq x] \sim x^{-b} = x^{-(a-1)} \)

This law is stated as a cumulative distribution function (CDF). The number of occurrences larger than \( x \) is an inverse power of \( x \). The CDF can be obtained by integrating the PDF. The exponents \( a \) and \( b \) of the Pareto (CDF) and Power laws (PDF) are related as \( b + 1 = a \). Figure 18.11(c) shows the Pareto law CDF plot on a log–log scale. In the log–log plot, the slope is \( b = a - 1 \).

In our example, this corresponds to the number of sites that have at least \( x \) visitors.

- **Zipf’s law** \( n \sim r^{-c} \)

This law states the count \( n \) (i.e., the number) of the occurrences of an event, as a function of the event’s rank \( r \). It says that the count of the \( r \)th largest occurrence is an inverse power of the rank \( r \). Figure 18.11(d) shows the Zipf plot on a log–log scale. In the log–log plot, the slope is \( c \), which, as we see below, is \( 1/b = 1/(a-1) \).

The context initially used by Zipf was the frequency of occurrence of words in English, where the most frequently occurring word had rank 1. The Zipf law is widely occurring, e.g., both the magnitude of earthquakes and the populations of cities also follow this law. In our example, this corresponds to the number of visits to the \( r \)th most popular site.

Clearly, the Pareto law (CDF) and Power law (PDF) are related. Zipf’s law \( n \sim r^{-c} \), states that “the \( r \)-ranked object has \( n = r^{-c} \) occurrences,” and can be equivalently expressed as: “\( r \) objects (x-axis) have \( n = r^{-c} \) (y-axis) or more occurrences.” This becomes the same as the Pareto law’s CDF after transposing the \( x \) and \( y \) axes, i.e., by restating as: “the number of occurrences larger than \( n = r^{-c} \) (x-axis) happens for \( r \) objects (y-axis).”

From Zipf’s law, \( n = r^{-c} \), hence, \( r = n^{-1/c} \). Hence, the Pareto exponent \( b \) is \( 1/c \). As \( b = (a - 1) \), where \( a \) is the Power law exponent, we see that \( a = 1 + (1/c) \). Hence, the Zipf’s law distribution also satisfies a Power law PDF.

18.10.2 Properties of the Internet

The Internet is a prime example of a complex entity that exhibits power-law behavior. Based on extensive empirical measurements, Siganos et al. [31] showed the following results:

- **Rank exponent/Zipf law** The nodes in the Internet graph are ranked in decreasing order of their degree. When the degree \( d_i \) is plotted as a function of the rank \( r_i \) on a log–log scale, the graph is like Figure 18.11(d). The slope is termed the rank exponent \( \mathcal{R} \), and \( d_i \propto r_i^\mathcal{R} \). If the minimum degree
$d_n = m$ is known, then $m = d_n = Cn^\alpha$, implying that the proportionality constant $C$ is $m/n^\alpha$. Exercise 18.6 asks you to estimate the number of edges as a function of the rank exponent and the number of nodes.

- **Degree exponent/ PDF and CDF** Let the CDF $f_d$ of the node degree $d$ be the fraction of nodes with degree greater than $d$. Then $f_d \propto d^\beta$, where $\beta$ is the degree exponent that is the slope of the log–log plot of $f_d$ as a function of $d$.

  Analogously, let the PDF be $g_d$. Then $g_d \propto d^{\beta'}$, where $\beta'$ is the degree exponent that is the slope of the log-log plot of $g_d$ as a function of $d$.

  Empirically, $D' \sim D + 1$, as theoretically predicted. Further, $R \sim (1/D)$, also as theoretically predicted. The imperfect match is attributed to imperfect measurements and approximations in curve-fitting. In practice, the CDF is preferred as it can be estimated with greater accuracy.

- **Eigen exponent $\mathcal{E}$** For the adjacency matrix $A$ of a graph, its eigenvalue $\lambda$ is the solution to $AX = \lambda X$, where $X$ is a vector of real numbers. The eigenvalues are related to the graph’s number of edges, number of connected components, the number of spanning trees, the diameter, and other important topological properties. Let the various eigenvalues be $\lambda_i$, where $i$ is the order and between 1 and $n$. Then the graph of $\lambda_i$ as a function of $i$ is a straight line, with a slope of $\mathcal{E}$, the eigen-exponent. Thus, $\lambda_i \propto i^{\mathcal{E}}$. More intriguingly, when the eigenvalues and the degree are sorted in descending order, it is found that $\lambda_i \propto \sqrt{d_i}$, implying that $\mathcal{E} = \beta/2$.

The following additional hypotheses have not been very vigorously tested and verified. Nevertheless, they offer insightful looks into the prevalence and use of power laws in complex uncontrolled entities such as the Internet. Two definitions are useful at this stage:

- $PN(h)$ is the number of pairs of nodes within $h$ hops, counting self-pairs, and counting all other pairs twice due to the dual edge incidence.
- $NN(h)$, the neighborhood, is the expected number of nodes within $h$ hops.

- **Hop-plot exponent $\mathcal{H}$** Experimental measurements have shown that $PN(h)$ follows a power law regime more closely, rather than the exponential regime as previously estimated. Thus, $PN(h) \propto h^{2\mathcal{H}}$, where $\mathcal{H}$ is the slope of the log-log plot of $PN(h)$ as a function of $h$ for $h \ll \text{dia}$. From the definition of $PN(h)$, observe that $PN(1) = n + 2l$, where $l$ is the number of edges. Hence,

$$PN(h) = \begin{cases} (n + 2l)h^{2\mathcal{H}}, & \text{if } h \ll \text{dia}, \\ n^2, & \text{if } h \geq \text{dia}. \end{cases}$$

The hop-plot exponent is useful to estimate the effective diameter $\text{dia}_{eff}$ of the network. Informally, any two nodes in the network are within $\text{dia}_{eff}$
hops of each other, with “high probability.” When some destination node whose location is unknown needs to be reached, the use of hop-constrained broadcast is the standard solution. A large hop count takes too long, whereas a small hop count may not reach the entire network. If the hop count is set to \( \text{dia}_{\text{eff}} \), then with high probability, the destination can be reached with just the right amount of overhead. Using \( n, \mathcal{H} \), and the number of edges \( l \), the effective diameter is defined as:

\[
\text{dia}_{\text{eff}} = \left( \frac{n^2}{n + 2l} \right)^{1/\mathcal{H}}.
\]

This effective diameter is estimated as the abscissa of the intersection of the \( \log-\log \) hop-plot with slope \( \mathcal{H} \) and the \( n^2 \) coverage that is expected within diameter hops.

Observe that the average size of the neighbourhood \( \text{NN}(h) = (PN(h)/n) - 1 \). Hence \( \text{NN}(h) = ((n + 2l)h^{2\mathcal{H}}/n) - 1 \). The \( \text{NN}(h) \) is seen to be a more accurate estimate of the neighborhood than the traditional average-degree estimate, \( \text{NN}_{d}^\prime(h) = \overline{d} - 1 \). The \( \text{NN}_{d}^\prime(h) \) estimate assumes that the degree distribution is more uniform, and that each hop adds \( \overline{d} - 1 \) new nodes per node at the boundary of the examined neighborhood. As the degree distribution is highly skewed, the traditional \( \text{NN}^\prime(h) \) metric is not accurate.

For all the cases above, the power law regime has so far been empirically validated. The exponent itself has been observed to change gradually over time as the networks evolve. The power law regime provides a good handle on predicting the future growth of the Internet, and building accurate graphs for simulations.

**Classification of scale-free networks**

Scale-free networks of different types – WWW, INTNET, AS, ACT, AUTH, SUBSTRATE, PROT, PHON, in-degree for CITE, and WORDSYN – have different degree exponents, typically ranging from 2 to 3. The quest to seek a more universal and common factor resulted in the analysis of another metric, called the “betweenness centrality” [15]. For any graph, let its geodesics, i.e., set of shortest paths, between any pair of nodes \( i \) and \( j \), be denoted \( S(i, j) \). Let \( S_k(i, j) \) be a subset of \( S(i, j) \) such that all the geodesics in \( S_k(i, j) \) pass through node \( k \). The betweenness centrality \( \text{BC} \) of node \( k, b_k \), is \( \sum_{i\neq j} g_k(i, j) = \sum_{i\neq j} |S_k(i, j)|/|S(i, j)| \). The \( b_k \) denotes the importance of node \( k \) in shortest-path connections between all pairs of nodes in the network.

The metric \( \text{BC} \) follows the power law \( P_{\text{BC}}(g) \sim g^{-\beta} \), where \( \beta \) is the BC-exponent. Unlike the degree exponent which varies across different network types, the BC-exponent has been empirically found to take on values of only 2 or 2.2 for these varied network types. This interesting observation is under further study.
Figure 18.12 Impact of attacks and failures on the diameter of exponential networks and scale-free networks, from Albert et al. [5].

18.10.3 Error and attack tolerance of complex networks

Based on the node degree distribution $P(k)$, two broad classes of small world networks are the exponential networks and the scale-free networks. In exponential networks, such as the ER random graph model and the Watts–Strogatz small world model [33], $P(k)$ reaches a maximum at a $\bar{k}$ value and then $P(k)$ decreases exponentially per a Poisson distribution as $k$ increases. In scale-free networks, such as the Web and the Internet, $P(k)$ decreases as per a power law, $P(k) \sim k^{-\gamma}$.

The following are two key differences that lead to different behavior of exponential networks and of scale-free networks, under errors and attacks: (i) nodes with a very high degree are statistically significant in scale-free networks, whereas they are close to an impossibility in exponential networks; (ii) in an exponential network, all nodes have about the same number of links, whereas in a scale-free network, some nodes have many links and the majority of the nodes have a small number of links.

Errors are simulated by removing nodes at random. Attacks are simulated by removing the nodes with highest degree. Their impact is measured on network diameter and network partitioning [5].

Impact on network diameter

Figure 18.12 is used to describe the impact on the diameter. The graph shows only the relative trends, as empirically verified by simulations for many large networks, including the Web and Internet. Any numbers simply in the graph convey an approximate order of magnitude for the particular networks studied by Albert et al. [5].

- Errors In an exponential network, as all nodes have about the same degree, the removal of any node has approximately the same amount of small impact in terms of decrease in connectivity. The network diameter increases gradually. The diameter of scale-free networks remains almost same under errors, as nodes that are removed have small degree with very high probability and are very unlikely to alter the lengths of the paths among other nodes.
• **Attacks** As nodes in an exponential network have about the same degree, the network behaves similarly under attack as under errors. Under attack, the diameter of scale-free networks increases dramatically, as the few nodes with highest connectivity are removed, thereby greatly reducing the connectivity of the entire network.

### Impact on network partitioning

The impact of removal of nodes on partitioning is measured using two metrics: $S_{\text{max}}$, the ratio of the size of the largest cluster to the system size, and $S_{\text{others}}$, the average size of all clusters except the largest.

• **Exponential networks** In Figure 18.13, as $f$, the fraction of nodes removed is increased, $S_{\text{others}}$ increases from 1 to around 2 for some threshold fraction $f_{\text{threshold}}$. This implies that for very small $f$, where $S_{\text{others}} \sim 1$, single nodes break off. As $f$ increases, several small but larger partitions set in, leading to a peak of $S_{\text{others}}$ at $f_{\text{threshold}}$. For $f > f_{\text{threshold}}$, $S_{\text{others}}$ reduces back to 1, as the isolated clusters (fragments) in the network further disintegrate.

In terms of $S_{\text{max}}$, as $f$ is varied from 0 to $f_{\text{threshold}}$, $S_{\text{max}}$ decreases from 1 to a low value as small (mostly single-node) partitions break off. As $f_{\text{threshold}}$ is approached, the main cluster disintegrates, leading to $S_{\text{max}}$ tending to 0. As $f$ is increased beyond $f_{\text{threshold}}$, $S_{\text{max}}$ remains near 0.

The impact of attacks on network partitioning is the same as the impact of errors, for the same reasoning given for the analysis on the diameter.

• **Scale-free networks** In Figure 18.14, when nodes are randomly removed, $S_{\text{max}}$ decreases from 1 very gradually. Also, $S_{\text{others}}$ remains steady at 1, indicating that singleton nodes get removed from the main network. There is no threshold $f_{\text{threshold}}$ observed, even for high values of $f$, such as 0.5 error rate.

![Figure 18.13](image-url)  
**Figure 18.13** Impact of errors and attacks on cluster size of exponential networks, from Albert et al. [5]. (a) Graphical trend. (b) Pictorial cluster sizes for low $f$, i.e., $f \ll f_{\text{threshold}}$. (c) Pictorial cluster sizes for $f \sim f_{\text{threshold}}$. (d) Pictorial cluster sizes for $f > f_{\text{threshold}}$. The pictorial trend in (b)–(d) is also exhibited by scale-free networks under attack, but for a lower value of $f_{\text{threshold}}$. 
However, under attack, when the most connected nodes are removed, the behavior is similar to (but more acute than) that of the exponential network; see Figure 18.13. Thus, the threshold $f_{\text{threshold}}$ sets in at a lower value. This is because the impact of removing the highly connected nodes first causes disintegration to set in quickly.

### 18.11 Generalized random graph networks

Random graphs cannot capture the scale-free nature of real networks, which states that the node degree distribution follows a power law. The *generalized random graph model* uses the degree distribution as an input, but is random in all other respects. Thus, the constraint that the degree distribution must obey a power law is superimposed on an otherwise random selection of nodes to be connected by edges. These semi-random graphs can be analyzed for various properties of interest. Although a simple formal model for the clustering coefficient is not known, it has been observed that generalized random graphs have a random distribution of edges similar to the ER model, and hence the clustering coefficient will likely tend to zero as $N$ increases.

### 18.12 Small-world networks

Real-world networks are small worlds, having small diameter, like random graphs, but they have relatively large clustering coefficients that tend to be independent of the network size.

Ordered lattices tend to satisfy this property that clustering coefficients are independent of the network size. Figure 18.15(a) shows a one-dimensional
lattice in which each node is connected to \( k = 4 \) closest nodes. The clustering coefficient is \( C = \frac{3(k-2)}{4(k-1)} \).

The first model for small world graphs with high clustering coefficients and low path length is the Watts–Strogatz (WS) model \([33]\):

1. Define a ring lattice with \( n \) nodes and each node connected to \( k \) closest neighbors (\( k/2 \) on either side). Let \( n \gg k \gg \ln(n) \gg 1 \).
2. Rewire each edge randomly with probability \( p \). When \( p = 0 \), there is a perfect structure, as in Figure 18.15(a). When \( p = 1 \), complete randomness, as in Figure 18.15(c).

A characteristic of small-world graphs is the small average path length. When \( p \) is small, \( \text{len} \) scales linearly with \( n \), but when \( p \) is large, \( \text{len} \) scales logarithmically. Through analytical arguments and simulations, it is now believed that the characteristic path length varies as:

\[
\text{len}(n, p) \sim \frac{n^{1/d}}{k} f(pkn),
\]

where the function \( f \) behaves as follows:

\[
f(u) = \begin{cases} 
\text{constant}, & \text{if } u \ll 1, \\
\ln(u)/u, & \text{if } u \gg 1.
\end{cases}
\]

The variable \( u \) has the intuitive interpretation that it depends on the average number of random links that provide “jumps” across the graph, and \( f(u) \) is the average factor by which the distance between a pair of nodes gets reduced by the “jumps.”

### 18.13 Scale-free networks

Many real networks are scale-free, and even for those that are not scale-free, the degree distribution follows an exponential tail that is significantly different from that of the Poisson distribution. Semi-random graphs that are constrained to obey a power law for the degree distributions and constrained to have large clustering coefficients yield scale-free networks, but do not shed any insight into the mechanisms that give birth to scale-free networks. Rather than modeling the network topology, it is better to model the network assembly and evolution process. Specifically:
Initially, there are $m_0$ isolated nodes. At each sequential step, perform one of the following operations:

**Growth** Add a new node with $m$ edges, (where $m \leq m_0$), that link the new node to $m$ different nodes already in the system.

**Preferential attachment** The probability $\prod$ that the new node will be connected to node $i$ depends on the degree $k_i$, such that:

$$\prod(k_i) = \frac{k_i}{\sum_j(k_j)}.$$  \hspace{1cm} (18.12)

- Rather than begin with a constant number of nodes $n$ that are then randomly connected or rewired, real networks (e.g., WWW, INTERNET) exhibit growth by the addition of nodes and edges.
- Rather than assume that the probability of adding (or rewiring) an edge between two nodes is a constant, real networks exhibit the property of preferential attachment, where the probability of connecting to a node depends on the node degree.

The simple Barabasi–Albert model [7], which captures growth and preferential attachment, is described in Figure 18.16. After $t$ time steps, there are $t + m_0$ nodes and $mt$ edges. Numerically, it is verified that the degree distribution follows a power law with degree $=3$, that is independent of the parameter $m$.

Two techniques to analyze the degree distribution of models are now described in the context of the BA model. The master-equation approach was introduced by Dogorotsev et al. [13] and the rate-equation approach was introduced by Krapivsky et al. [22].

### 18.13.1 Master-equation approach

Let $p(k, t, t)$ denote the probability that, at time $t$, a node $i$ that was added at time $t_i$ has degree $k$. When a new node with $m$ edges is added to the graph, the degree of node $i$ increases by one with probability $m \cdot \prod(k) = k/2t$. Hence, we have [4,13]:

$$p(k, t_i, t + 1) = \frac{k - 1}{2t} \cdot p(k - 1, t_i, t) - \left[1 - \frac{k}{2t}ight] \cdot p(k, t_i, t).$$  \hspace{1cm} (18.13)

The first term is the probability that a node with $k - 1$ degree gets a new edge; the second term is the probability that a node with degree $k$ does not get a new edge. Based on this formulation, the degree distribution can be expressed as:

$$P(k) = \lim_{t_i \to \infty} \sum_{t_i} p(k, t_i, t) / t_i.$$  \hspace{1cm} (18.14)
From Eq. (18.13), it can be shown that:

\[
P(k) = \begin{cases} 
\frac{k-1}{k+2} P(k-1), & \text{if } k \geq m+1, \\
\frac{2}{m+2}, & \text{if } k = m.
\end{cases}
\] (18.15)

This solves as:

\[
P(k) = \frac{2m(m+1)}{k(k+1)(k+2)}. \] (18.16)

### 18.13.2 Rate-equation approach

Let \( n_k(t) \) be the average number of nodes having \( k \) edges at time \( t \). When a new node is added, \( n_k(t) \) changes as follows. New edges are added to some nodes with degree \( k - 1 \), new edges are added to some nodes with degree \( k \), and new nodes with \( m \) edges are added. These three changes affect \( n_k(t) \) in the following manner:

\[
\frac{dn_k}{dt} = m \cdot \left[ \frac{(k-1) \cdot n_{k-1}(t)}{\sum_k k n_k(t)} - \frac{k \cdot n_k(t)}{\sum_k k n_k(t)} \right] + \delta_{k,m}. \] (18.17)

By taking the asymptotic limit, \( n_k(t) = t \cdot P(k) \), and \( \sum_k k n_k(t) = 2mt \). This yields the same recursive Eq. (18.15) obtained using the master-equation approach.

### 18.14 Evolving networks

The BA algorithm in Figure 18.16 represents a basic model that cannot fully capture real network properties. For example, the BA model has a fixed exponent of 3 for the power law, independent of the parameter \( m \). Real networks have an exponent that varies, typically between 1 and 3. Some real networks sometimes have exponential cutoffs that are not within the power law regime. The study of more general and flexible models that can accurately capture real networks has lead to several notable directions of investigation:

- **Preferential attachment** The BA model assumed that the probability \( \prod(k) \) that a new node connects to a node \( i \) is proportional to the degree \( k_i \). This implied that \( \prod(k) \) is linearly proportional to \( k \).

  It has been shown analytically that for sublinear preferential attachment as well as for superlinear preferential attachment, the scale-free nature of the network cannot be preserved.

  In real networks, there is a finite probability that a new node attaches to an isolated node, i.e., \( \prod(0) \neq 0 \) and \( \prod(k) = C + k^\alpha \), where \( C \) denotes the initial
attractiveness. It can be seen that initial attractiveness changes the degree exponent but preserves the scale-free nature of the degree distribution.

- **Growth** The BA model assumed that the rate of addition of nodes and edges was uniform. Many real networks, such as INTNET, AS, WEB, SUBSTRATE, and WORDOCC, have the property that the number of edges increases faster than the number of nodes, implying an increase in the average degree as the number of nodes increases. It has been shown analytically that accelerated growth does not affect the power law nature although the exponent degree is altered.

- **Local events** Real networks undergo local (microscopic) changes to the topology, such as node addition and node deletion, edge addition and edge deletion. A popular model that explores the properties of such local events is the extended Barabasi–Albert model [3], shown in Figure 18.17.

- **Growth constraints** Real networks often have bounded capacity for the number of edges (e.g., connections at a router) or a finite lifetime for the nodes (as in social networks). In the electrical power distribution network which exhibits an exponential distribution, there are practical reasons why the node degree is bounded. In the actors network, which exhibits a power law with an exponential cutoff for large $k$, ageing limits the accrual of new edges. Thus, ageing and finite capacity need to explicitly captured in a good model for such networks.

- **Competition** Real-world networks exhibit competition, wherein some nodes can attract more edges (e.g., via advertising) at the cost of other nodes. This feature can be modeled by a fitness parameter. Similarly, a new node may inherit edges belonging to some other node or nodes (e.g., modifying a replica of a Web page). This needs to be explicitly modeled.

- **Induced preferential attachment** Various local-level mechanisms, such as the copying mechanism (copy edges of another node as in Web

---

**Figure 18.17** The extended Barabasi–Albert model [3].

Initially, there are $m_0$ isolated nodes. At each sequential step, perform one of the following operations:

**With probability $p$, add $m$, where $m \leq m_0$, new edges** For each new edge, one end is randomly selected, the other end with probability

$$
\prod_i = \frac{k_i + 1}{\sum_j (k_j + 1)}.
$$

(18.18)

**With probability $q$, rewire $m$ edges** To rewire an edge, randomly select node $i$, delete some edge $(i, w)$, add edge $(i, x)$ to node $x$ that is chosen with probability $\prod_x$ as per Eq. (18.18).

**With probability $1 - p - q$, insert a new node** Add $m$ new edges to the new node, such that with probability $\prod_i$, an edge connects to a node $i$ already present before this step.
Evolving networks, and tracing selected walks (as in recursively following the citation trail in a citation network), need to be modeled because they implicitly introduce preferential attachment.

### 18.14.1 Extended Barabasi–Albert model

The extended BA model [3] is an example model for evolving networks.

**Continuum theory analysis**

In continuum theory, it is assumed that $k_i$ changes continuously and the probability $\prod (k_i)$ then represents the rate at which $k_i$ changes. Each of the three possible events in a sequential step can affect the rate at which $k_i$ changes as follows [3]:

1. With probability $p$, $m$ new links are added. For each link, one end is randomly chosen, leading to a change in $k_i$ of $pm/n$. For each link, the second end attaches preferentially, leading to a change in $k_i$ of $pm \cdot \frac{k_i + 1}{\sum j (k_j + 1)}$. Hence,

   $$\frac{dk_i}{dt} = pm \frac{1}{n} + pm \frac{k_i + 1}{\sum j (k_j + 1)}.$$  \hspace{1cm} (18.19)

2. With probability $q$, $m$ existing links are rewired. For each rewired link, a randomly chosen node loses one incident edge, which then attaches preferentially. Thus, the impact on $k_i$ is:

   $$\frac{dk_i}{dt} = -qm \frac{1}{n} + qm \frac{k_i + 1}{\sum j (k_j + 1)}.$$  \hspace{1cm} (18.20)

3. With probability $(1 - p - q)$, a new node is added with $m$ links. Each of the $m$ links connects preferentially, thus:

   $$\frac{dk_i}{dt} = (1 - p - q)m \frac{k_i + 1}{\sum j (k_j + 1)}.$$  \hspace{1cm} (18.21)

Summing the three effects, we have:

$$\frac{dk_i}{dt} = (p - q)m \frac{1}{n} + m \frac{k_i + 1}{\sum j (k_j + 1)}.$$  \hspace{1cm} (18.22)

As the system size and topology varies with time, we have:

$$n(t) = m_0 + (1 - p - q)t; \quad \sum_j k_j = 2mt(1 - q) - m.$$  \hspace{1cm} (18.23)
As $t$ increases, the constants $m$ and $m_0$ can be deleted. Further, for a node added at $t_i$, we have that $k_i(t_i) = m$ (the initialization step). Exercise 18.8 asks you to show that the solution to Eq. (18.22) has the form

$$k_i(t) = \left[A(p, q, m) + m + 1\right] \left(\frac{t}{t_i}\right)^{1/B(p, q, m)} - A(p, q, m) - 1, \quad (18.24)$$

$$A(p, q, m) = (p - q) \left(\frac{2m(1 - q)}{1 - p - q} + 1\right), \quad B(p, q, m) = \frac{2m(1 - q) + 1 - p - q}{m}. \quad (18.25)$$

Based on further algebraic derivations, Albert and Barabasi [3] showed that:

$$P(k) \propto [k + \kappa(p, q, m)]^{-\gamma(p, q, m)}, \quad \text{where} \quad \kappa(p, q, m) = A(p, q, m) + 1 \quad \text{and} \quad \gamma(p, q, m) = B(p, q, m) + 1, \quad (18.26)$$

Equation (18.26) is valid if, for a fixed $p$ and $m$,

$$q < q_{\text{max}} = \min(1 - p, (1 - p + m)/(1 + 2m)).$$

There are now two cases:

- $q < q_{\text{max}}$: Eq. (18.26) is valid and the degree distribution is a power law and is scale-free.
- $q > q_{\text{max}}$: Eq. (18.26) is invalid, and $P(k)$ can be shown to behave like an exponential distribution. The model now behaves like the ER and WS models.

This is similar to the behavior seen in real networks – some networks show a power law while others show an exponential tail – and a single model can capture both behaviors by tuning the parameter $q$. The scale-free regime

\[ \text{Figure 18.18 Phase diagram for the extended Barabasi–Albert model [3]. SF denotes the scale-free regime, which is enclosed by the thick border. E denotes the exponential regime that exists in the remainder of the lower diagonal region of the graph. The plain line shows the boundary for } m = 1, \text{ having a y-axis intercept at 0.67.} \]
and the exponential regime are marked in the graph in Figure 18.18. The boundary between the two regimes depends on the value of \( m \) and has slope \(-m/(1+2m)\). The area enclosed by thick lines shows the scale-free regime; the dashed line is its boundary when \( m \to \infty \) and the dotted line is its boundary when \( m \to 0 \).

18.15 Chapter summary

Peer-to-peer (P2P) networks allow equal participation and resource sharing among the users. This chapter first analyzed the different types of P2P networks. Unstructured P2P networks are like Gnutella and BitTorrent. We studied different search mechanisms – flooding, constrained flooding, and blind search – for such unstructured networks. We also examined some data replication strategies, and their impact on the search performance. The chapter then studied three classical structured P2P networks – Chord, CAN, Tapestry – all of which use the distributed hash table concept in their implementations. Although all the three mechanisms differ, they are similar in that they represent different tradeoffs in search efficiency, i.e., path length, and the amount of local storage for implementing the hash tables. The spectrum of P2P networks from unstructured to structured offer a wide range of tradeoffs for user requirements. The chapter also examined issues such as fairness and trust management. These issues are important because, in the P2P environment where there is no control authority, the system must be able to autonomously alllow for fairness.

The Internet, AS-AS level internets, and Web (WWW) overlays exhibit some interesting properties about how they grow and evolve. Many network overlays outside of computer science also exhibit the same properties. The chapter studied several properties of the Internet and Web graphs. Then, in a more general setting, the chapter examined random networks, small-world networks, node degree distributions, scale-free networks, and the impact of error and attack tolerance on such networks. Networks grow in an uncontrolled fashion, yet there seems to be some underlying basis for such growth. Of the several proposals to model the growth of networks, we studied the Barabasi–Albert model, which appears to be promising in its applicability to not just computer science networks, but also to networks in other disciplines and natural phenomena.

18.16 Exercises

Exercise 18.1 (Replication) Derive the values of average search size \( A, A_i \), and utilization \( u_i \) for square-root replication. The derived answers should match the entries in Table 18.3.
Exercise 18.2 (Fault-tolerance in Chord) Adapt the code in Algorithm 18.3 so that the nodes manage a successor list of $\alpha$ successors, rather than a single successor.

Exercise 18.3 (Chord) In the Chord protocol, assume that the successor list at each node has $\alpha = \Omega(\log n)$ nodes. Show the following:

1. If a Chord ring is initially stable, and if the probability of subsequent failure of each node is 0.5, then \textit{Locate\_Successor} returns the closest functional successor node to the key being searched with high probability.

2. If a Chord ring is initially stable, and if the probability of subsequent failure of each node is 0.5, it takes $O(\log n)$ average-case time for \textit{Locate\_Successor} to complete.

Exercise 18.4 (CAN) Compute the time and message complexity of the distributed region reassignment protocol that is run periodically by the CAN protocol.

Exercise 18.5 (CAN) Identify all the changes to the base CAN protocol to accommodate the optimization of overloading coordinate regions, discussed in Section 18.5.5.

Exercise 18.6 (Power law in the Internet [31]) Show that the number of edges $l$ in the Internet graph that obeys the power law for the rank exponent is given as follows. Let the graph have $n$ nodes and rank exponent $\mathcal{R}$. Then:

$$l \sim \frac{1}{2(\mathcal{R} + 1)} \left(1 - \frac{1}{n^{\mathcal{R}+1}}\right)n.$$ 

Exercise 18.7 Show that Eq. (18.15) using the master-equation approach for the degree distribution in the extended BA model can be solved as Eq. (18.16).

Exercise 18.8 Show that the solution to Eq. (18.22) for the degree distribution in the extended BA model using continuum theory analysis is given by Eq. (18.25).

18.17 Notes on references

The introduction is based on the survey by Risson and Moors [29] and Androutsellis-Theotokis and Spinellis [6]. The discussion on replication and search in unstructured networks is based on Cohen and Shenker [12], and on Lv et al. [23], respectively. Gnutella [16, 17], Napster [25], and Freenet [10] are widely implemented commercial P2P protocols. The Chord protocol was proposed by Stoica et al. [32]. The content addressible network (CAN) was proposed by Ratnasamy et al. [27]. The design of Tapestry [20, 21, 35, 36] and the related Pastry [30] overlay was based on the ideas of Plaxton trees proposed by Plaxton et al. [26]. Tapestry built on the Plaxton trees by providing better fault-tolerance and resilience in the face of node joins and departures. The discussion on fundamental tradeoffs between routing table size and network diameter is based on Xu et al. [34] and Ratnasamy et al. [28]. The BitTorrent system was initially proposed by Cohen [11]. The discussion of trust management is based on Gupta et al. [18, 19] and Aberer and Despotovic [1].

The discussion on the graph structures of complex networks is structured and based on the excellent survey by Albert and Barabasi [4]. The discussion on power laws and Zipf’s law is taken from the tutorial by Adamic [2]. The power laws for the Internet...
were discovered by Siganos and the Faloutsos brothers [31]. The discussion on the betweenness centrality metric for graphs is based on the work by Goh et al. [15]. The random graphs model was proposed and analyzed by Erdos and Renyi [14]. Further results on the properties on random graphs were given by Bollobas [8, 9]. The small worlds model was proposed by Watts and Strogatz [33]. The extended Barabasi–Albert model for graph evolution was given by Albert and Barabasi [3]. The analysis of error and attack tolerance on exponential networks and on scale-free networks was done by Albert et al. [5].
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